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Abstract
With the rapid development of mixed reality (MR) technology, many compact, lightweight, and powerful devices suitable 
for remote collaboration, such as MR headsets, hand trackers, and 3D cameras, become readily available, providing hard-
ware and software support for remote collaboration. Consequently, exploring MR technologies for remote collaboration on 
physical industry tasks is becoming increasingly worthwhile. In many complex production scenarios, such as assembly tasks, 
significant gains can be achieved by having remote experts assist local workers to manipulate objects in local workspaces. 
However, it can be challenging for a remote expert to carry out effective spatial reference and action demonstration in a 
local scene. Sharing 3D stereoscopic scenes can provide depth perception and support remote experts to move and explore 
a local user’s environment freely. Previous studies have demonstrated that gesture-based interaction is natural and intuitive, 
and interaction based on virtual replicas can provide clear guidance, especially for industrial physical tasks. In this study, we 
develop an MR remote collaboration system that shares the stereoscopic scene of the local workspace by using real-time 3D 
video. This system combines gesture cues and virtual replicas in a complementary manner to support the remote expert to 
create augmented reality (AR) guidance for the local worker naturally and intuitively in the virtual reality immersive space. 
A formal user study was performed to explore the effects of two different modalities interface in industrial assembly tasks: 
our novel method of using the combination of virtual replicas and gesture cues in the 3D video (VG3DV), and a method 
similar to the popular method currently of using gesture cues in the 3D video (G3DV). We found that using the VG3DV can 
significantly improve the performance and user experience of MR remote collaboration in industrial assembly tasks. Finally, 
some conclusions and future research directions were given.
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1  Introduction

In the study, we develop a novel mixed reality (MR) remote 
collaboration system that combines virtual reality (VR) 
and augmented reality (AR) to provide remote guidance 
for industrial assembly tasks. There are many complex 

production scenarios where a local worker may need a remote 
expert’s assistance to perform physical tasks, such as training, 
equipment maintenance, and assembly/disassembly [1–5].

Traditional remote guidance methods based on verbal 
cues or 2D video stream cannot be readily used for opera-
tions that require accurate express 3D spatial references and 
action demonstrations. Spoken language is often ambigu-
ous when describing the locations and operations in 3D 
spaces [6], resulting in confusion and errors [7]. In addi-
tion, 2D video stream has some disadvantages, such as lim-
ited viewing perspective and insufficient depth perception. 
To overcome these limitations and improve efficiency, the 
remote expert could immerse himself in the 3D stereoscopic 
scene of the local workspace for 3D spatial referencing, and 
manipulate the objects naturally to demonstrate action for 
guiding the local worker.
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As the performance of AR and VR head-mounted 
displays (HMDs) (such as HoloLens1 and HTC Vive2) 
improves, they can form an immersive space with a wider 
field of view and support to transfer assistance from a skilled 
specialist to a novice by using direct and natural interaction. 
Using VR technology, a 3D stereoscopic scene of the real 
world can be shared from depth sensors and/or photogram-
metry. This technology allows the remote expert to move and 
explore freely in a local user’s scene for 3D spatial referenc-
ing [8–13]. Moreover, many previous studies have focused 
on sharing nonverbal communication cues (e.g., annotation 
[11], 3D models [10, 12], gesture cues [14, 15], virtual ava-
tar [16], head/eye gaze, and awareness cues [8]) to demon-
strate action in the 3D stereoscopic worker scene.

However, there are still some limitations. On the one 
hand, the quality of the shared 3D reconstruction scene is 
directly proportional to the bandwidth required for transmis-
sion. Thus, it is difficult to share high-quality updates for 
the shared 3D reconstructed scene in real time [9]. On the 
other hand, even as existing studies have developed many 
approaches to enable a remote expert to present non-verbal 
communication cues on physical objects, it can be challeng-
ing or even impossible for a remote expert to manipulate 
an object from the local user’s scene [2]. To overcome the 
existing limitations of the above research, in this study, we 
have proposed visualization and interaction techniques for 
industry physical tasks that require more than simple annota-
tion or gesture cues. Inspired by the research of Ohan et al. 
[2] and our past work [3], we developed one approach that 
supports the remote expert to create virtual replicas for their 
physical counterparts in the 3D stereoscopic scene of the 
local workspace reconstructed by 3D video stream. Then, 
the remote expert can use gestures to manipulate the virtual 
replica to demonstrate to the local worker how to operate the 
physical counterpart.

As model-based definition (MBD) is widely used in 
industry, most manufactured parts have corresponding 3D 
CAD models stored in the repository, which are the high-
precision representation of their physical counterparts [17, 
18]. Thus, using CAD models as virtual replicas of physical 
objects does not require extra cost in industrial applications. 
Besides, many studies have laid the foundation for the use 
of virtual replicas in MR remote collaboration [2–4, 19, 20]. 
However, to our best knowledge, there is little research on 
MR remote collaboration which combines virtual replicas 
and gesture cues in the local user’s 3D stereoscopic scene 
for industry assembly tasks. Therefore, it is worthwhile to 
explore whether using the combination of virtual replicas 
and commonly used non-verbal communication cues (such 

as gesture cues) in the shared real-time 3D stereoscopic 
scene could improve MR remote collaboration for industry 
assembly guidance.

The study provides some innovative and significant 
contributions:

1.	 Implementing a novel MR remote collaboration proto-
type system for industry physical tasks, especially for 
industrial assembly tasks. The system combines gesture 
cues and virtual replicas of physical counterparts syner-
gistically in the shared real-time 3D stereoscopic scene 
of local workspace reconstructed by 3D video. To the 
best of our knowledge, this system is one of the first 
collaborative systems supporting the remote expert to 
create and manipulate virtual replicas of physical coun-
terparts by gestures to intuitively and naturally demon-
strate the assembly operation for the local worker in the 
shared real-time 3D stereoscopic scene.

2.	 Conducting the first user study comparing gesture cues 
and the combination of gesture cues and virtual replicas 
of physical counterparts in real-time 3D video-based 
MR remote collaboration in industrial assembly tasks.

3.	 Conducting the first user study exploring the benefits 
and implications of combining gesture cues and virtual 
replicas of physical counterparts in real-time 3D video-
based MR remote collaboration in industrial assembly 
tasks.

The paper is organized as follows: firstly, we review prior 
related work in Sect. 2 and then describe our prototype sys-
tem framework and technical details in Sect. 3. Thirdly, in 
Sects. 4 and 5, we report a pilot test and a formal user study 
to evaluate our prototype. Next, the results are presented in 
Sect. 6, and then we discuss the results and limitations in 
Sects. 7 and 8. Finally, some conclusions and future research 
directions are given in Sect. 9.

2 � Related works

In this section, we first review the previous research on MR 
and AI-enhanced assembly assistance and compare it with 
remote collaboration. And then, we review prior research 
on remote collaboration from three closely related areas: 
collaboration using 3D stereoscopic scenes, non-verbal com-
munication cues in remote collaborations, and collaborations 
using virtual replicas and virtual proxies.

2.1 � MR and AI‑enhanced assembly assistance

Currently, many industrial physical tasks, especially assem-
bly tasks, are still manual, which can frequently result in 
possible operation errors and low efficiency due to the 

1  https://​www.​micro​soft.​com/​zh-​cn/​holol​ens
2  https://​www.​vive.​com/​cn/​produ​ct/
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different proficiency and experience of workers. To mini-
mize these errors and improve efficiency, there has been a 
lot of research on AR/MR assembly assistance systems to 
support the manual operation of the worker by using AR/MR 
technology to provide visual or other forms of assistance 
[21–25]. And AR/MR assembly assistance has proven to be 
superior to traditional (paper-based or screen-based) instruc-
tion delivery in terms of accuracy and time [24, 25].

However, there are still some limitations. First of all, gen-
eral MR assembly assistance systems need to author AR/MR 
content for assembly steps in advance, which is tedious and 
time-consuming. To overcome this limitation, there has been 
some research on rapid and easy AR instruction authoring 
[26–29]. Neb et al. [28] proposed a method to create AR 
assembly instructions quickly and intuitively with the help 
of virtual guidance. Bhattacharya et al. [29] developed an 
automatic AR work instructions generation system based 
on expert demonstration, named AREDA, which allows the 
novice author the ability to register the content intuitively 
without having to understand complicated AR concepts. 
However, it is not economical to create AR instruction for 
little batch customized assembly objects and the preset AR 
content may not conform to the actual assembly scenario, 
which leads to confusion.

AI-enhanced AR/MR assembly assistance systems sup-
port the perception of workers’ action and assembly sce-
narios using AI-based algorithms, such as confirming the 
completeness of an assembly step or alerting the worker 
manipulating wrong objects, to automatically activate the 
AR instructions [30–33]. Su et al. [30] proposed an assem-
bly state recognition method based on CNN to enhance the 
AR assembly assistance system, which provides step-by-step 
guidance by detecting the current state of an object com-
posed of several parts. Chang et al. [31] developed an inter-
active AR disassembly sequence planning system (ARDIS) 
based on a multi-objective genetic algorithm, which allows 
the capability of considering user needs and automatically 
generating AR disassembly instructions. Dimitropoulos et al. 
[32, 33] focused on using the artificial intelligent algorithm, 
AI-enhanced wearable devices, and AR/MR technology to 
improve the human–robot collaborative system in terms of 
human–robot interaction and ergonomics, and proved that 
the proposed system can achieve simpler interaction and 
higher collaboration efficiency through industrial cases. 
However, on one hand, AI-enhanced assembly assistance 
systems need to train the AI algorithm in advance accord-
ing to the workers’ needs, preferences, and process states 
involved in the assembly task, which needs to collect a large 
amount of relevant data for training and is time-consuming. 
On the other hand, because the actual working scene is 
changeable and unexpected situations may occur, resulting 
in the instability of the AI-enhanced assembly assistance 
systems sometimes.

The rapid development of MR technology and increasing 
internet connectivity, and the powerful MR-related devices 
have provided available collaborative tools for remote col-
laboration. In this context, MR remote collaboration can 
help overcome the challenge of distance, make full use of 
the remote expert knowledge, and flexibly generate real-time 
AR instructions according to the actual situation of the site 
(including human activity and the state of parts), without 
authoring the AR content or training intelligent algorithm 
beforehand. Next, we will review in detail three areas closely 
related to the remote collaboration system proposed in the 
paper.

2.2 � Collaboration using 3D stereoscopic scenes

Compared with the traditional 2D video-based remote col-
laboration, shared 3D stereoscopic scene-based remote 
collaboration can provide the depth perception of the local 
workspace, and make the observation perspective of the 
remote user free from the control of the local user. The local 
user’s surrounding scene is reconstructed either live [15, 
34–38] or beforehand [9, 10, 13, 39] and send the 3D recon-
structed scene model to the remote side. In recent years, 
many studies have focused on evaluating the potential of 3D 
reconstruction in remote collaboration.

Using real-time 3D scene reconstruction in remote col-
laboration is a very active research field. Izadi et al. [36] 
developed a real-time 3D scene reconstruction technology 
that allows users to use an RGBD camera to capture and 
reconstruct the surrounding scene in real time, and allow 
users to explore and interact with virtual objects freely in 
the reconstructed scene. However, the texture data was left 
out, so the reconstructed scene by this method was limited to 
mesh level. Similarly, more recent work, BundleFusion [35] 
is a real-time and high-quality 3D reconstruction method 
using an RGBD camera, which supports large-scale scene 
reconstruction and texture information capture. However, 
this system does not support communication between remote 
users and local users.

Yang et al. [15] presented an AR remote collaboration 
system, which uses a Kinect RGBD camera to reconstruct 
people and objects, and shares them with other users by 
AR HMD, but it does not provide the ability to reconstruct 
the scene. Zillner et al. [12] proposed an AR remote col-
laboration system that uses a high-fidelity dense scene 
reconstruction technology to realize accurate and intuitive 
remote instructions. However, similar to InfiniTAM [38], 
the update speed of this method with respect to environmen-
tal changes is relatively slow. Nuernberger et al. [39] pro-
posed an image-based 3D reconstruction method that uses 
a set of pre-captured images to reconstruct the scene. In this 
system, users can get a sense of immersion by observing 
pictures from a specific perspective. However, this system 
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did not support real-time image updating, so its application 
in collaborative tasks is limited.

In another case, Anton et al. [11] created a remote col-
laboration prototype system that uses a zSpace 3D display 
to show the local user’s workspace by 3D video and pro-
vides some virtual tools for creating remote guidance at the 
expert side. However, this system did not provide the ability 
to depict objects in the local scene with high fidelity and can 
only support simple annotation.

In summary, although real-time 3D reconstruction has 
been used in remote collaboration in many cases, a more 
accurate depiction of the 3D scene and faster update speed is 
still open for further development. Since the virtual replicas 
can be represented by readily available offline high-precision 
CAD models, combining virtual replicas and real-time 3D 
video in a complementary manner is a good way to increase 
the model precision without additional bandwidth or update 
time. However, the effect of combining virtual replicas and 
real-time 3D video in MR remote collaboration has not been 
well explored.

2.3 � Non‑verbal communication cues in MR remote 
collaboration

Many past studies have shown that nonverbal communica-
tion cues have a greater effect on user performance than 
verbal communication cues in remote collaboration. Thus, 
many remote collaboration systems, such as Meta-AR-App 
[1], 3DGAM [3], RemoteBob [19], 2.5DHANDS [40], 
Vishnu [41], and other studies [42–45], focus on sharing 
non-verbal communication cues (e.g., text, 2D video, 3D 
models, gaze cues, gesture cues, virtual avatar). With respect 
to shared 3D stereoscopic scene-based remote collaboration, 
there also has been some related research that combined 
non-verbal communication cues with shared 3D stereoscopic 
scenes.

For example, the use of augmented feedback, such as 
annotations [11] on a 3D interface, could allow a remote 
expert to guide a worker without potentially vague verbal 
communication. This also applies to AR cues using the sim-
ple 3D model to create instructions. For instance, Venerella 
et al. [10] developed a portable remote collaboration sys-
tem, which allows the remote expert to place the 3D model, 
such as pre-built annotation and virtual landmarks, on the 
3D scene to guide the local user easily. In addition, gesture 
cues and gaze indicators enable users to better understand 
the relationship between objects in 3D scenes and perform 
tasks quickly. Teo et al. [9] developed a novel MR remote 
collaboration system which combines 360 video and 3D 
reconstruction. In this system, they found that sharing ges-
ture cues and gaze indicators improve performance and user 
experience in search tasks. Moreover, sharing a life-size vir-
tual avatar could improve social co-presence. Piumsomboon 

et al. [8, 13] presented the CoVAR MR collaboration system 
using virtual avatars combined with other natural inputs to 
enhance collaboration (e.g., gaze cues and gesture cues on a 
shared 3D reconstructed scene).

The research mentioned above showed that sharing non-
verbal communication cues are very effective for improving 
MR remote collaboration. However, although these existing 
studies can allow a remote expert to guide local workers 
through non-verbal communication cues in 3D stereoscopic 
scenes, they cannot support a remote expert to pick up any 
physical objects in the local worker’s scene for action dem-
onstration. To overcome this limitation, in this study, we 
proposed an MR remote collaborative system, which enables 
the remote expert to use gestures to create virtual replicas 
of physical counterparts, just like picking up real physical 
objects.

2.4 � Collaboration using virtual replicas and virtual 
proxies

There has been some research on using virtual replicas or 
virtual proxies in MR remote collaboration. Adcock et al. 
[46] developed a space remote collaboration system, which 
supports a remote expert to manipulate 2D proxies of physi-
cal counterpart structured beforehand on a multi-touch dis-
play to use gestures to create 2D translations and rotations 
guidance to project onto the local user’s workspace. How-
ever, this approach is difficult to deal with complex surfaces 
which cannot be projected easily. To overcome such limita-
tions, Tait et al. [47] extend the research of Adcock et al. 
[46] so that a remote expert is allowed to place virtual rep-
licas corresponding to physical objects in a 3D scene model 
by a 2D monitor. However, in contrast, remote experts are 
more flexible when viewing the local user’s workspace in 
immersive VR space. Moreover, Yang et al. [15] presented 
an AR remote collaboration system, which shares virtual 
replicas of real objects by physical virtualization technology, 
and they found that sharing virtual replicas helps to improve 
efficiency and provides a smoother experience. However, the 
research only focused on simple physical tasks.

Inspired by Voodoo-doll [48], Elvezio et al. [2, 20] intro-
duced an MR remote assistance system for the 6DOF align-
ment task in industry. In this system, the remote expert could 
view the virtual proxies of important tracked objects from 
the local user’s environment and create and operate virtual 
replicas of physical counterparts to demonstrate operation 
for the local user in a virtual workspace. However, in this 
system, due to the differences between the virtual scene 
and the real scene, it is difficult for remote experts to see 
accurately and comprehensively what is happening in the 
real local worker’s scene. In addition, Wang et al. [3, 49] 
described a novel MR remote collaboration prototype sys-
tem, which combines gesture cues with CAD models of real 
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parts to create instructions for the local worker. They found 
this combination can improve collaboration efficiency and 
user experience. However, this is a fractured ecology where 
the remote expert needs to shift their attention frequently 
between tasks and the 2D video of the local scene.

These studies mentioned above presented that sharing vir-
tual replicas can help improve the efficiency and user experi-
ence of MR remote collaboration. However, in shared real-
time 3D video-based MR remote collaboration, the effect 
of combining virtual replicas with gesture cues in industry 
assembly tasks has not been well investigated.

2.5 � Summary

From the review of the above research, we can draw the 
following three conclusions. First, although real-time 3D 
reconstruction has been used in remote collaboration in 
many research cases, more accurate and faster 3D spatial 
description methods are still worth further development. 
Second, non-verbal communication cues have gained more 
and more attention to improve MR remote collaboration. 
However, these cues are difficult to represent the reference 
and operation of physical objects in the sharing 3D stereo-
scopic scene of the local user. Third, the effect of combining 
virtual replicas with nonverbal cues, such as gesture cues, 
has not been well investigated in MR remote collaboration 
based on the 3D video in physical tasks, especially in indus-
trial assembly tasks.

Therefore, we develop a novel MR remote collaboration 
prototype system. Firstly, the system combines high-precision 
CAD models as virtual replicas and shares the stereoscopic 
scene of the local worker by the 3D video which increases 
scene description precision for effective spatial reference 
without additional bandwidth and update time. Secondly, 
the system combines gesture cues and virtual replicas in 
a complementary manner to support the remote expert to 
create and manipulate virtual replicas of physical counter-
parts by gesture to demonstrate actions for the local worker 
naturally and intuitively. Thirdly, based on this prototype, we 
performed a formal use study to let the local participant as 
the worker assemble a real vise with the guidance from the 
remote participant as the expert to explore the advantages of 
combining virtual replicas with gesture cues in 3D video-
based MR remote collaboration in industrial assembly tasks 
compared with using gesture cues only.

3 � Prototype system

Our goal was to design an MR remote collaboration sys-
tem which supports a remote expert to easily demonstrate 
assembly action to a local worker in the 3D stereoscopic 

scene of the local workspace. In this case, the remote expert 
can interact with the shared real-time 3D video of the local 
workspace by creating and manipulating 3D virtual replicas 
of physical counterparts using gestures to demonstrate action 
in the VR environment, and the local worker can imitate the 
remote expert demonstration to accomplish physical tasks in 
the AR environment. We describe our prototype system and 
implementation details in three aspects: (1) system frame-
work, (2) sharing the real-time 3D stereoscopic scene of the 
local workspace, and (3) interaction techniques.

3.1 � System framework

Our MR remote collaboration system connects a local 
AR worker side with a remote VR expert side for real-
time remote collaboration. Figure 1 presents a schematic 
diagram of the core elements in our prototype system. It 
includes three main modules: (a) a server used for assembly 
process resources management and synchronization, (b) a 
remote VR site presenting the VR collaborative scene for 
the remote expert based on the shared real-time 3D video, 
(c) a local AR site presenting AR instructions for the local 
worker based on the combination of virtual replicas and 
gesture cues.

Our prototype was developed on the Windows 10 oper-
ating system using Unity3D 2017.4.17f1 game engine 
with 64-bit WampServer,3 Microsoft’s MixedReality-
Toolkit4 (MRTK), Intel’s RealSense SDK 2.0,5 and Point 
Cloud Library6 (PCL). An Intel® NUC is used as a server 
to connect each VR/AR client through a wireless net-
work. Similar to previous research [2, 3, 42, 43, 50–52], 
to simplify the system to the core elements aligned with 
the research focus, we used the co-located collaboration 
to simulate remote collaboration. That is, the VR/AR site 
users in a room were separated with a physical gap, and 
they can still talk and hear even if they could not see each 
other.

For the remote expert site, as shown in Fig. 2a, the cli-
ent was relying on an OMEN laptop with an HTC VIVE 
Pro 2 VR display and a Leap Motion7 hand tracker. The 
real-time 3D video from the local worker site was rendered 
in Unity3D after coordinate unification. The remote expert 
can navigate and observe freely around the 3D stereoscopic 
scene by wearing VR HMD. To support interaction with the 
3D reconstructed scene, the client tracks hands in real-time 

3  https://​www.​wamps​erver.​com/
4  https://​github.​com/​topics/​mixed​reali​tytoo​lkit-​unity
5  https://​www.​intel​reals​ense.​com/​devel​opers/
6  https://​point​clouds.​org/
7  https://​www.​ultra​leap.​com/​produ​ct/​leap-​motion-​contr​oller/
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with the Leap Motion hand tracker fixed on the VR HMD, 
so that the remote expert can create and manipulate virtual 
replicas of real counterparts by using gestures (e.g., grasp, 
translate, and rotate). And then, the action demonstration by 

gesture and virtual replicas will be transmitted to the local 
site to guide the local worker.

For the local worker site, as shown in Fig. 2b, the client 
was relying on an ALIENWARE laptop with a HoloLens 

Fig. 1   The framework of the MR remote collaboration prototype mainly includes a server, a remote VR site, and a local AR site

Fig. 2   a Remote VR expert side 
setup. b Local AR worker side 
setup

7702 The International Journal of Advanced Manufacturing Technology (2022) 121:7697–7719
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AR HMD and an Intel® RealSense™ D435i Depth Cam-
era.8 The RealSense D435i supports high RGB frame resolu-
tion (1920 × 1080 pixels) with 30 fps and high depth frame 
resolution (1280 × 720 pixels) with 90 fps. It was fixed on 
the top of the head to capture the depth and RGB texture 
frames of the local workspace. Then, 3D video composed 
of the depth and RGB texture frames was transferred to the 
remote expert site to support the remote expert to observe 
and interact with. An artificial mark was fixed on the work-
space as the unified benchmark between the virtual scene 
coordinate system and the real scene coordinate system, so 
as to superimpose the virtual instructions from the remote 
site on the real scene and guide the local worker to perform 
the assembly task through AR headset.

The key characteristics of our prototype system include 
the following several points: (1) use co-located collabora-
tion to simulate remote collaboration so that users can hear 
and speak to each other, (2) the remote expert can navi-
gate and observe the local worker’s workspace freely in VR 
through the real-time 3D stereoscopic scene constructed by 
3D video, (3) the remote expert can create and manipulate 
virtual replicas of physical counterparts by gesture in VR 
space to demonstrate action, and (4) the local worker can 
view the AR virtual guidance superimposed on the real 
workspace by AR HMD.

3.2 � Sharing real‑time 3D stereoscopic scenes

In many previous studies, the schemes of sharing 3D stereo-
scopic scenes were to share static 3D reconstructed models 
or sharing the real-time fused 3D reconstructed scene based 
on a hand-held RGBD camera or integrated depth sensor AR 
HMD. These methods allow for the sharing of high-quality, 
geometrically precise 3D models of local workspace. How-
ever, they cannot present the real-time changes that occur 
on the local workspace and the real-time operations of local 
workers [53], even if the local worker could scan and recon-
struct the scene multiple times. To overcome this limita-
tion, we developed a method to share a stereoscopic scene 
through an RGBD camera, similar to prior research [11]. The 
RGB texture and depth frames are captured by the RGBD 
camera at the same time in each frame. Then, the color and 
depth frames are transmitted to the remote expert site based 
on the SharingService application from MRTK to form a 
3D stereoscopic scene, supporting real-time updates. In our 
prototype, we enabled the 3D video streaming to transmit 
RGB + D data, which the SharingService application does 
not support by default.

Before our 3D video module can run online, it needs 
offline calibration and some other preparation steps. These 
steps were performed once after the camera was fixed and 

then reused in subsequent online operations. Firstly, the 
RGBD camera was calibrated by Intel RealSense D400 
series dynamic calibration tools9. Then, we used this RGBD 
camera to capture the artificial mark on the workspace by 
Vuforia10 to define a relative rigid transform from the cam-
era pose to the mark. Finally, we set the center of the virtual 
mark which is consistent with the real counterpart’s size as 
the world coordinate center of the VR space, and place the 
virtual RGBD camera relative to the virtual mark accord-
ing to the rigid transform just calculated, so that the 3D 
video stream coordinate system is aligned with the VR site 
coordinate.

The pipeline overview of our 3D video module has four 
main steps: (1) the RGBD camera first captures the live 
depth and RGB frames in the local worker side, (2) after one 
RGB + D frame is captured, this integrated data is encoded 
and wirelessly streamed to the remote side through MRTK, 
(3) once the RGB + D data stream is received by the remote 
expert side and decoded, each frame is reconstructed in real-
time into textured 3D point cloud to render on the VR HMD, 
and (4) repeat steps (1) to (3) to real-time update the shared 
3D stereoscopic scene of the local workspace.

The purpose of our prototype is to demonstrate the proof-
of-concept of using the combination of virtual replicas and 
gesture cues on shared 3D video-based MR remote collabo-
ration. Therefore, the 3D video stream from only one RGBD 
camera may cause the reconstructed 3D scene to be incom-
plete from some observation perspective, thus degrading the 
quality of the 3D stereoscopic scene. Fortunately, the 3D 
stereoscopic scene from the 3D video can be compensated 
by using virtual replicas and virtual proxies represented by 
high-precision CAD models, so as to enhance the observa-
tion of remote experts on task-related objects (see detail in 
Sect. 3.3.1).

3.3 � Interaction techniques

We will introduce the interaction techniques in our system 
in detail from two aspects: (1) creating and loading virtual 
replicas, and (2) gesture-based interaction.

3.3.1 � Creating and loading virtual replicas

In our system, both the remote site and the local site can load 
virtual replicas from the server and synchronize the location 
in real time. Before and during our prototype running, it 
needs some crucial steps.

9  https://​www.​intel.​com/​conte​nt/​www/​us/​en/​downl​oad/​645988/​intel-​
reals​ense-​d400-​series-​dynam​ic-​calib​ration-​tool.​html?
10  https://​devel​oper.​vufor​ia.​com/8  https://​www.​intel​reals​ense.​com/​depth-​camera-​d435i/
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1.	 Creating prefab for virtual replicas
	   The physical objects related to tasks in local user’s 

workspace which the remote expert interacts with had 
been modeled with the same geometric size, in the study 
Lego bricks and parts of a vise, by using SolidWorks 
2017. Additionally, physical objects in the local work-
space which not related to the task were not modeled, 
preventing the remote expert from referring to them 
and causing confusion. Then, these models were made 
into prefabs and asset-bundles using Unity3D and they 
can be instantiated into 3D models on demand. More 
detailed information about prefabs and asset-bundles can 
be found in the official documentation of Unity3D.

	   Our system supports loading prefabs and asset-
bundles to the other clients through the network using 
the WampServer, and each site can instantiate these 
resources into the Unity3D scene. The instanced virtual 
replicas with the same ID will synchronize the posture 
in real time by MRTK between each site.

2.	 Virtual proxies and virtual replicas
	   In our prototype system, the spatial position of virtual 

proxies in VR spatial coordinate system is consistent 
with that of the physical counterparts’ position in the 
real workspace coordinate system, and the remote expert 
cannot change it. In contrast, once virtual replicas are 
created, the remote expert can manipulate them at will.

	   We adopt a method based on the chamfer matching algo-
rithm [54] and color consistency to track the real object in 
6DOF coarsely. This method is divided into two stages, (1) 

an offline preparation stage is used to extract edge templates 
and color of assembly task-related components CAD model 
by the virtual camera, and (2) an online execution stage is 
used to extract edge from RGB stream for matching with 
edge templates to locate the parts’ location. If there are mul-
tiple candidate targets, color consistency is used to deter-
mine the unique match. The advantage of this method is 
that the templates directly from the CAD model can be used 
to track the corresponding real object, therefore, it is more 
suitable for our research on industrial applications. In order 
to simplify the system to the core elements aligned with 
the research focus and improve the system performance, 
we locate the initial position of the real parts in the local 
workspace through the first frame from the RGBD camera, 
and they, in turn, define the position of virtual proxies.

The coordinate system of virtual proxies, 3D video scene, 
VR space, AR space, and real space were unified by artifi-
cial mark. Thus, in VR view, the position and orientation 
of virtual proxies coincide with reconstructed counterparts 
in 3D video and in AR view, the AR guidance created by 
the remote expert can be accurately superimposed on the 
real local work scene. In Fig. 3, we showed the visual infor-
mation of virtual proxies and virtual replicas in the remote 
VR view and the local AR view. In the VR view, when the 
remote expert does not perform the demonstration, virtual 
proxies are completely transparent, as shown in Fig. 3a. 
In the AR view, the red checkmark icon is superimposed 
on the artificial mark which indicates that the AR and real 

Fig. 3   The visual information of virtual proxies and virtual replicas. 
a–c The remote VR view; d–f the local AR view. a The remote VR 
expert does not perform the demonstration, and virtual proxies are 
completely transparent; b remote VR expert’s virtual hand gesture 
close to the reconstructed point cloud, and the virtual proxy becomes 
opaque; c remote VR expert demonstrates assembly operation using 

virtual replicas and gesture cues; d the red checkmark icon super-
imposed on the artificial mark which indicates that the AR and real 
coordinate system has been successfully unified; e the virtual hand of 
the remote expert approaching the real part; f the AR guidance super-
imposed on real work scene that the remote VR expert using virtual 
replicas and gesture cues to demonstrate assembly operation
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coordinate system has been successfully unified, as shown 
in Fig. 3d. When the remote expert intends to manipulate 
the object in the 3D reconstructed scene to demonstrate the 
operation, as the remote expert’s virtual hand moves close 
to the reconstructed point cloud, the physical object’s virtual 
proxy will become opaque to cover the physical counter-
part’s reconstructed point cloud, so that the remote expert 
can observe a high-precision 3D model in VR view, as 
shown in Fig. 3b. At the same time, in the AR site, local 
workers can observe the virtual hand gesture of the remote 
expert approaching the real part, as shown in Fig. 3e. And 
then, the remote expert can try to grab the corresponding 
virtual proxy to create a virtual replica of the physical coun-
terpart to demonstrate action, as shown in Fig. 3c. At the 
same time, in AR view, the local worker can observe the AR 
guidance superimposed on real work scene that the remote 
VR expert demonstrating assembly operation using virtual 
replicas and gesture cues, as shown in Fig. 3f. More details 
about gesture-based interaction are described in Sect. 3.3.2.

3.3.2 � Gesture‑based interaction

Our prototype supports intuitive and natural gesture-based 
interaction, and the basic input of the remote expert is hand 
operation demonstration. We implement the gesture-based 
interaction by a Leap Motion hand tracker fixed on the HTC 
Vive VR HMD, which is commonly used in MR related 
research.

To find suitable gestures to create/delete virtual replicas, 
we asked 10 participants three questions as follows: “(1) 
what gestures do you want to use to create/delete virtual 
replicas? (2) what gestures do you think are easier to learn to 
create/delete virtual replicas? (3) what gesture-based interac-
tion do you think is more intuitive and natural to use virtual 
replicas to demonstrate actions?”.

We found that when participants are asked to describe 
the operation of assembling a part, users tend to use a 
dynamic gesture to help express ideas more easily. For 
creating virtual replicas, most users chose the GRASP ges-
ture, as shown in Fig. 4a. This dynamic “GRASP” gesture 

is consistent with the way we usually grab objects, and it 
would be equivalent to the remote expert actually picking 
up a part from the local worker workspace, adjusting its 
position and posture by gesture to fit it to another part to 
demonstrate assembly action. In our approach, when the 
remote expert tries to grab virtual proxies of the physical 
object in the 3D reconstructed scene, the virtual replica 
of a physical counterpart would be created automatically. 
Then, the remote expert can directly manipulate the virtual 
replica by holding the “GRASP” gesture until the assem-
bly step is completed. The virtual replica will remain in 
the location where it was released and can be grabbed 
again by the “GRASP” gesture to manipulate it further. 
The virtual replica will be automatically absorbed to the 
correct assembly position when it gets within a preset 
threshold distance relative to the target position. In the 
whole demonstration process of the remote expert, the 
state of gesture and virtual replicas are transmitted to the 
local AR site and superimposed on the real workspace. 
And then, the local worker follows these instructions to 
perform the action.

For clearing virtual replicas, most users chose the 
dynamic gesture “SWEEP,” the static gesture “FIST,” or 
“OK,” as shown in Fig. 4b. However, sometimes, the Leap 
Motion might incorrectly identify the “GRASP” gesture 
as the “FIST” gesture, resulting in the inability of remote 
experts to create virtual replicas. Additionally, since the 
“OK” gesture usually indicates the meaning of correct, 
using it as the gesture to delete virtual replicas may con-
fuse local workers. Therefore, we define the dynamic ges-
ture “SWEEP” to delete virtual replicas and set the static 
gesture “OK” to prompt the local workers that the current 
assembly step has been completed correctly. Moreover, 
the properly assembled virtual replica will become light 
blue and transparent when the remote expert shows the 
“OK” gesture, and can no longer be operated on to avoid 
interfering with the remote expert.

To sum up, in Fig. 5, we present visual cues combined 
with gesture cues and virtual replicas for an assembly step 
in our remote collaboration system.

Fig. 4   a The chosen gesture for virtual replicas creating. b The candidate gestures for virtual replicas clearing
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4 � Pilot test

Before the formal user research, an informal pilot study 
was conducted with ten compensated participants (five 
pairs). They are all college students and majored in 
Mechanical Engineering and Manufacturing. All of the 
participants have used video-based conferences such as 
WeChat or Skype and some experience of VR/AR games. 
The remote participant wore an HTC Vive VR HMD with 
Leap Motion hand tracker to guide the local participant 
wearing a HoloLens AR HMD to perform the Lego brick 
assembly task in the local workspace according to our 
interactive method, in which arranged the RGBD camera 
for capturing real-time 3D video. To prevent the influence 
of remote experts’ proficiency on the assembly task, on 
the VR site, a virtual panel was set in front of the expert 
to display the prompt information of the current assem-
bly step. When the remote expert uses the OK gesture to 
remind the local worker that the assembly is completed 

correctly, the prompt information will automatically 
switch to the next assembly step. In Fig. 6, we present 
the remote collaboration scenario for the Lego brick task 
in the pilot test phase. Each participant would complete a 
System Usability Scale questionnaire (the specific details 
of SUS [55]) after completing each trial as illustrated in 
Fig. 7. They were also given some time to explore our 
system freely, and we collected the subjective feedback of 
the participants afterward.

The result of the SUS questionnaires is presented in 
Fig. 8. For local participants, the average SUS score was 
84 (standard error (SE) = 3.1) and for remote participants, 
the average SUS score was 90.5 (SE = 3.75); therefore, all 
belong to the good usability [55].

The subjective feeling feedback of participants was gen-
erally positive, such as “I can easily observe my partner’s 
environment; This is a beginner-friendly system, I don’t 
need to take much practice to operate it; This interaction 
approach gives me a very natural and intuitive feeling; It’s 

Fig. 5   Visual cues for an assembly step in our remote collaboration 
system. a–e The VR view for the remote expert; f–j the AR view 
for the local worker. a, f The remote expert’s virtual hand gesture 
approaches the part, and its virtual proxy become opaque; b, g the 
remote expert creates the virtual replica of the part by using dynamic 
GRASP gesture and operates it to demonstrate action and the local 
worker can observe the AR guidance superimposed on real work 

scene; c, h the remote expert demonstrates how to assemble the part; 
d, i the local worker performs the assembly according to the expert 
demonstration and the remote expert can observe the action of the 
local worker through real-time 3D video; e, j the remote expert using 
OK gesture to indicate that the local worker has assembled the part 
correctly, at the same time, the virtual replica of the correctly assem-
bled part becomes light blue and transparent in both VR and AR view

Fig. 6   The remote VR expert guide local AR workers to assemble 
the Lego brick model using hand gestures and virtual replicas. a The 
HTC Vive view; b the remote expert is creating guidance wearing the 

VR HMD with Leap Motion hand tracker; c the local worker is per-
forming assembly of the Lego brick model following guidance shown 
in the AR HMD; d the HoloLens view
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an interesting experience to use it; It’s amazing to pick up a 
digital copy of an object from my partner’s environment; I 
can easily understand my partner’s instructions; The exist-
ence of virtual proxies makes it easier for me to recognize 
objects in the 3D video.” However, some VR participants 
mentioned that the prototype system is not very sensitive 
when trying to grasp the small object to create the virtual 
replica. They also said that the simultaneous existence of 
virtual replicas of multiple objects may confuse local work-
ers. Importantly, some participants suggested that it would 
be more convincing to compare two conditions in the formal 
user study: one only shares gesture cues just like the state-
of-the-art approaches, and the other shares the combination 
of gesture cues and virtual replicas, to perform a relatively 
complex industry assembly task.

According to the feedback of participants, we improved 
the research in the aspects of gesture-based interaction, the 
form of virtual replicas, task content, and comparison con-
ditions. First, we increased the collision volume of smaller 
parts to make them easier to grasp by leap motion. Second, 
our prototype system now only allows one virtual replica 
to exist at the same time, in other words, when a new vir-
tual replica is created by the expert, the old one will be 
deleted automatically. In addition, the properly assembled 
virtual replica will become completely transparent in the 
VR site when the remote expert shows the “OK” gesture. 
Third, we conducted a formal user study to compare two 
conditions under a more complex task in industry (see 
Sect. 5 for more details).

5 � Formal user study

In the study, in order to evaluate the influence of using 
the combination of virtual replicas with gesture cues for 
industry assembly tasks in shared real-time 3D video-
based MR remote collaboration, a formal user study on 
our prototype system was conducted. We will elaborate 
our user study in detail in the following three aspects: (1) 
conditions, (2) task content and experimental hypotheses, 
and (3) participants and procedure.

5.1 � Conditions

Two scenarios were set with an independent condition, (1) 
using gesture cues in 3D video (G3DV) and (2) using the 
combination of virtual replicas with gesture cues in 3D 
video (VG3DV).

Fig. 7   Typical steps of MR collaborative assembly of Lego brick 
model in the pilot test. a–f The VR HMD view; g–m the AR HMD 
view. a, g Expert’s gestures approach the brown part, and its virtual 
proxy become opaque; b, h expert creates the virtual replica of the 

brown part through GRASP gesture and operates it; c, i expert assem-
bles the brown part; d, j worker performs the assembly according to 
the expert demonstration; e, k the brown block is correctly assem-
bled; f, m assembly task completed

Fig. 8   The SUS questionnaire results of local and remote participants
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5.1.1 � Condition1

G3DV  In this condition, the remote VR expert can use ges-
ture cues to create instructions in the shared 3D video of the 
local workspace, and the local worker can see the gesture 
cues superimposed on the workspace on the AR site, which 
is similar to the popular method of combining gesture cues 
with 3D stereoscopic scenes [8, 9, 13].

5.1.2 � Condition 2

VG3DV  In this condition, the remote VR expert can create 
and manipulate the virtual replicas of physical counterparts 
by gesture in the shared 3D video of the local workspace, 
and the local worker can observe the AR guidance that the 
remote expert manipulates the virtual replicas by using ges-
tures superimposed on the workspace.

5.2 � Task content and experimental hypotheses

According to the feedback of pilot tests, we accepted 
the suggestions of participants to conduct more complex 
industry assembly tasks for the formal user study. The 
main task of the experiment is that the local participant as 
a worker assembles a vise model with the guidance from 
the remote participant as the expert.

Our research is focused on the factors of performance 
and user experience from MR remote collaboration based 
on our interactive approach (that is, VG3DV condition) in 
industrial assembly tasks. Therefore, we hypothesized that 
the VG3DV compared with the G3DV could improve more 
collaboration efficiency, fewer operation errors, better user 
experience, lower workload, and higher preference. Thus, 
we make the following five hypotheses:

H1: Performance. Compared to the G3DV, the VG3DV 
interface will provide a significantly faster performance 
on industry assembly tasks.
H2: Error. The VG3DV condition will significantly 
reduce operating errors.
H3: Workload. The VG3DV condition will present a 
lower workload.
H4: User experience. Compared to the G3DV, the 
VG3DV condition will provide a significantly better user 
experience for all roles of participants in terms of confi-
dence, enjoyment, focus, etc.
H5: User preferences. Most participants will prefer the 
VG3DV condition to the G3DV condition.

5.3 � Participants and procedure

In the formal user study, we invited 24 college students (12 
pairs) from our university, including 22 males and 2 females, 
aged from 22 to 34 (M = 28 years, SD = 0.7), and were all 
right-handed. Their major backgrounds were diverse such 
as Mechanical Engineering, Mechanical Electronics, and 
Industrial Design. In Fig. 9, we present more detail of par-
ticipants’ experience using related technologies. All partici-
pants volunteered to participate in the study and everyone 
received a souvenir worth 30 CNY (about $ 4.6).

We conducted a within-subject user study, and each par-
ticipant pair performs two rounds (e.g., VG3DV and G3DV) 
of an experiment. Each participant was randomly assigned 
as a remote expert or a local worker, and they did not change 
roles between the two sites during the experiment.

The user study procedure mainly includes followed the 
six steps: (1) introduction, (2) filling out background ques-
tionnaire, (3) training and explaining details, (4) complet-
ing the assembly task in one condition (VG3DV or G3DV), 
(5) filling user experience questionnaires(see Table 1), (6) 
repeating steps (4) and (5) with exchanging the condition 

Fig. 9   Participants’ experience 
with related technologies
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between the VG3DV and the G3DV following a Latin 
Square Sequence to reduce learning effects, and ranking 
the two conditions according to preference (see Table 2), 
(7) allowing participants explore the prototype freely and 
collecting their subjective feedback. The whole experiment 
process for each pair of participants took about 45 min. In 
Fig. 10, we presented more details about the experimental 
procedure.

Prior to the start of the experiment, participants on the 
remote VR site were trained to assemble the vise for provid-
ing guidance to local participants during the experiment. 
After the task started, the remote expert creates guidance 
for the local worker to assemble the vise step by step with 
the appropriate tool. We recorded the task completion time 
and operation errors for local and remote participants (e.g., 
WPA is the number of wrong parts assembled, and IGP is 
the number of incorrect guidance provided). For errors with-
out obvious causes, we interviewed the participants on the 
error after the trial.

Figure 11 shows the scenario of our MR remote collabo-
ration prototype system for vise assembly task guidance in 
our formal user study. The main process of assembling the 
vise is shown in Fig. 12.

Our evaluation for the user experience was through the 
NASA Task Load Index (NASA-TLX) questionnaire and 
the collaborative experience questionnaire. NASA-TLX is 
a multidimensional, validated, reliable, and standardized 
subjective test which can quantitatively evaluate the task 
workload [56]. The collaborative experience questionnaire 
(see Table 1) refers to networked minds measure of social 
presence questionnaire [57] and a few past MR remote col-
laboration research [5, 9, 43, 58].

6 � Results

In this section, firstly, we present the analysis results of 
the objective data, including performance and error evalu-
ation. Next, the analysis results of the subjective data are 
presented, including NASA-TLX, collaborative experience 
questionnaire, and ranking. Before analyzing the results, we 
checked the normality validation and consistency of the col-
lected data, and no deviation was found. To check whether 
there were significant differences between conditions, we 
performed the statistical analysis at the p = 0.05 significance 
level.

6.1 � Performance

As shown in Fig. 13, we present the time needed to com-
plete the remote collaborative assembly task across two 
different conditions. To analyze the performance, a paired 
t-test (α = 0.05) was performed to compare the results, and 
it showed significant differences (t(11) = 7.126, p < 0.001) 
between the G3DV condition and VG3DV condition on the 
time spent. Moreover, descriptive statistics showed that par-
ticipants took less time using our novel VG3DV interface 

Table 1   Likert scale rating 
items of the collaborative 
experience questionnaire

G# Questions: 1 (I strongly disagree) to 7 (I strongly agree)

G1–G8 for all participants
G1 The interface was natural and intuitive
G2 I was able to stay focused on the task actively
G3 I felt very confident that we completed the task correctly
G4 I enjoyed the collaborative experience
G5 I was satisfied with my task performance
G6 I caught my partner’s attention
G7 I reciprocated (my partner’s) actions well
G8 It was easy to collaborate together for assembly tasks
G9 and G10 for participants on the remote site
G9 It was easy to provide clear instructions in real-time
G10 I can help my partner when he(she) needed assistance
G11 and G12 for participants on the local site
G11 It was easy to understand my partner’s instructions
G12 The instructions from my partner were helpful

Table 2   Ranking criteria

R# Which interface do you think was best…

R1 at helping you keep focused on the task actively?
R2 at making you feel more confident?
R3 at making you feel satisfied with the task performance?
R4 at helping you collaborate more easily with your partner?
R5 at making you enjoy the task process?
R6 at making you feel more passion?
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(M = 412.58 s, SE = 18.35) than the traditional G3DV inter-
face (M = 479.91 s, SE = 16.31) in vise assembly task.

6.2 � Error evaluation

Figure 14 presents the average operation errors for each 
categories. The results of the Wilcoxon signed rank test 

(α = 0.05) show significantly differences in IGP (Z = − 2.000, 
p = 0.046) and WPA (Z = − 2.754, p = 0.006) between the 
G3DV and the VG3DV interface in vise assembly task. 
Compared with using G3DV interface (IGP: M = 0.5, 
SE = 0.19; WPA: M = 1.5, SE = 0.32), remote and local 
participants using our VG3DV interface (IGP: M = 0.17, 
SE = 0.11; WPA: M = 0.42, SE = 0.14) made fewer errors.

Fig. 10   The procedure of the 
formal user research

Fig. 11   The remote VR expert guide AR local workers to assemble 
the vise model using hand gesture and virtual replica. a The HTC 
Vive view; b the remote expert is creating guidance wearing the VR 

HMD with Leap Motion hand tracker; c the local worker is perform-
ing assembly of the vice model following guidance shown in the AR 
HMD; d the HoloLens view
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6.3 � NASA‑TLX

In Fig. 15, we summarized the workload assessment col-
lected by the NASA-TLX questionnaire, and the results 
show that the VG3DV interface requires a lower degree of 
workload for both remote experts to provide instructions and 
local workers to perform the vice assembly task. The paired 
t-test (α = 0.05) showed significant differences for both 
remote experts (t(11) = 2.939, p = 0.013) and local workers 
(t(11) = 2.450, p = 0.032) between each interface condition.

6.4 � User experience

To evaluate the collaborative experience, we analyzed the 
user feedback to the questions presented in Table 1, with 

respect to G1 (interaction), G2 (focus), G3 (confidence), G4 
(enjoyment), G5 (satisfaction), G6 (attention), G7 (recipro-
cation), G8 (collaboration), G9 (providing instructions), G10 
(assistance), G11 (understanding), and G12 (helpfulness). 
The Wilcoxon signed rank test (α = 0.05) was conducted 
to check if there were significant differences between the 
G3DV interface and the VG3DV interface. In Figs. 16 and 
17, we showed the results of the user experience question-
naire from remote and local participants respectively.

For participants in VR remote site, as showed in Fig. 16, 
there were significant differences in terms of interaction (G1: 
Z = − 2.692, p = 0.07), focus (G2: Z = − 2.511, p = 0.012), 
confidence (G3: Z = − 2.144, p = 0.032), enjoyment 
(G4: Z = − 2.200, p = 0.028), attention (G6: Z = − 1.997, 
p = 0.046), reciprocation (G7: − 1.980, p = 0.048), col-
laboration (G8: Z = − 2.654, p = 0.008), providing instruc-
tions (G9: Z = − 2.821, p = 0.005), and assistance (G10:  
Z = − 2.503, p = 0.011).

For participants in AR local site, as showed in Fig. 17, 
there were significant differences in terms of interaction (G1: 
Z = − 2.503, p = 0.012), focus (G2: Z = − 1.981, p = 0.048), 
confidence (G3: Z = − 2.448. p = 0.014), enjoyment (G4: 
Z = − 2.625, p = 0.009), satisfaction (G5: Z = − 2.157, 
p = 0.031), reciprocation (G7: Z = − 2.555, p = 0.011), col-
laboration (G8: Z = − 2.311, p = 0.021), understanding (G11: 
Z = − 2.965, p = 0.003), and helpfulness (G12: Z = − 2.539, 
p = 0.011).

6.5 � User preferences

After finishing the assembly task across both interfaces, 
participants completed the preference questionnaire (see 
Table 2) to rank the interfaces with respect to six aspects 
(R1, focus; R2, confidence; R3, satisfaction; R4, collabo-
ration; R5, enjoyment; R6, passion). Figure 18 shows the 
result of participants’ preferences. Whether the participants 

Fig. 12   Typical steps of MR collaborative assembly of the vise model 
in the formal user study. a–f The VR HMD view; g–m the AR HMD 
view. a, g Initial assembly scenario; b, h experts guide the assembly 
of the long shaft part with the left hand; c, i experts guide the assem-

bly of the large cover part with both hands; d, j worker performs the 
assembly according to the expert demonstration; e, k experts guide 
the assembly of the large nut using the large hex wrench; f, m assem-
bly task completed

Fig. 13   The completion time
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were local workers or remote experts, almost all participants 
prefer the VG3DV interface to the G3DV interface in all 
categories.

7 � Discussion

In the study, we evaluated the influence of using the combi-
nation of gesture cues and virtual replicas in shared real-time 
3D video-based MR remote collaboration. We developed 
two different interfaces (G3DV and VG3DV) and evaluated 
them through physical industry assembly tasks with respect 
to five hypotheses, such as performance (H1), error (H2), 
workload (H3), user experience (H4), and user preferences 
(H5).

As illustrated in Figs. 13 and 14, as we expected, there 
were significant differences between G3DV and VG3DV, 

supported for the hypotheses H1 and H2. The experimen-
tal results of the H1 hypothesis and H2 hypothesis con-
firm each other because when the error operation occurs, 
remote experts and local workers need more information 
exchange for correcting it, obviously reducing the effi-
ciency of completing the task. Moreover, specifically, in 
one assembly step, the remote expert should first find the 
part for this step and guide the local worker to pick it up, 
and then instruct the local worker to assemble the parts. 
However, it is difficult for remote experts to provide clear 
instructions for these processes using the G3DV interface. 
As shown in Fig. 19, on one hand, the G3DV interface is 
limited by the low accuracy 3D reconstructed scene which 
makes it more difficult for experts to identify parts (see 
Fig. 19a, b). In contrast, the VG3DV interface can provide 
virtual proxies which makes it easier for experts to deter-
mine the correct part (see Fig. 19c). On the other hand, 

Fig. 14   The IGP and WPA numbers (error bar ± SE)

Fig. 15   NASA-TLX workload 
assessment
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when parts were clustered densely, remote experts using 
the G3DV interface was hard to point out the right parts 
only by gesture (see Fig. 19d, e). In the VG3DV condition, 
remote experts only need to create the virtual replica of 

the target part by the GRASP gestures to naturally specify 
parts (see Fig. 19f).

For local workers, instructions provided by the G3DV 
interface were sometimes not clear enough. Local workers 

Fig. 16   The results of the average Likert scale rating reported by remote experts on listed items (1: entirely disagree, 7: entirely agree, error 
bar: ± SE, * represents that there was a significant difference between two conditions)

Fig. 17   The results of the average Likert scale rating reported by local workers on listed items (1: entirely disagree, 7: entirely agree, error 
bar: ± SE, * represents that there was a significant difference between two conditions)

7713The International Journal of Advanced Manufacturing Technology (2022) 121:7697–7719



1 3

might need several trial assemblies and many verbal cues 
exchanges with remote experts to determine the correct 
assembly method (see Fig. 20). For example, when assem-
bling the long shaft part of the vice, there would be one 
correct method and the other three wrong assembly methods 
(see Fig. 20a–d). In such a case, gesture cues from the G3DV 
interface are hard to reduce the scope of possible assembly 
methods and local workers needed extra verbal communica-
tion with remote experts to confirm (see Fig. 20e, f). On the 
contrary, the virtual replica from the VG3DV interface can 
represent the assembly process clearly and intuitively (see 
Fig. 20g, h). Moreover, in another condition, when assem-
bling parts such as a thread slider that can change the assem-
bly position (see Fig. 21a, b), gesture-based instructions are 
difficult to indicate accurately where parts should be assem-
bled (see Fig. 21c, e). In contrast, the VG3DV interface pro-
vided the virtual replica overlapped on the real parts, so that 
local workers only need to assemble the real part to overlap 
the virtual replica (see Fig. 21d, f). Therefore, the VG3DV 
interface which combines gesture cues and virtual replicas in 
real-time 3D video-based MR remote collaboration is more 
natural and easier to create more clear instructions. To some 
extent, this can explain why the VG3DV interface could sig-
nificantly improve performance and reduce errors.

The report of the NASA-TLX survey showed signifi-
cant differences in the workload assessment between the 
two conditions for both local workers and remote experts 

which supported hypothesis H3 (see Fig. 15). As we ana-
lyzed above, on the VR expert side, the high-precision vir-
tual replicas and natural interactive method of the VG3DV 
interface reduce the workload of remote experts; and at the 
same time, on the AR worker side, intuitive and accurate 
guidance provided by the VG3DV interface reduce the work-
load of local workers.

We evaluated the user experience by the collaborative 
experience questionnaire, and the results presented sig-
nificant differences for all participants in both sites with 
respect to the feeling of natural and intuitive for interac-
tion (G1), improving the users’ focus (G2) and confidence 
(G3), the sense of enjoyment (G4), the capability of recip-
rocation between users (G7), and easier collaboration (G8), 
as illustrated in Figs. 16 and 17. Besides, for the remote 
participants, using the VG3DV interface could significantly 
improve the attention to the partner (G6), and the capacity 
to provide clear instructions (G9) and real-time assistance 
(G10). Participants as remote experts gave many positive 
and valuable feedback on the system such as “It is amazing 
to grasp virtual parts from the 3D stereoscopic scene of the 
local workspace and I can observe the structure and assem-
bly features of the part to perform more accurate guidance; 
I think using virtual replicas can naturally and intuitively 
represent where and how parts should be assembled; Using 
hand to create and manipulate the virtual replicas allows 
me to use less descriptive verbal to explain the assembly 
method; I like this 3D immersive environment for assembly 
guidance, however, the real-time 3D video is somewhat dis-
torted which makes it difficult for me to distinguish parts, 
fortunately, the existence of virtual replicas and virtual prox-
ies makes up for this; I can see my partner’s real-time action 
and judge whether he has completed the assembly operation 
correctly, just as we are in the same space; It is sometimes 
difficult to grasp small parts with gestures, which requires 
some practice and skills.”

For the local participants, using the VG3DV interface 
could significantly improve the sense of satisfaction (G5), 
provide better understand (G11), and more helpful (G12) 
instructions. Participants as local workers also gave many 
positive and valuable feedback on the system such as “The 
shared virtual replicas were created and operated by remote 
experts make me feel like the expert is right next to me, 
picking up parts from my workspace and guiding me how to 
assemble it; I believe that the VG3DV interface can make me 
understand instructions more easily and reduces my mental 
workload, because what need I do is only to carry out the 
assembly operation according to the assembly process dem-
onstrated by the virtual replicas and gestures, rather than 
trying to assemble multiple times only according to the 
expert’s gesture cues from the G3DV interface and confirm-
ing with experts whether the installation is correct; Virtual 
replicas could provide me more helpful instructions; The 
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Fig. 18   The users’ preference-based ranking results
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virtual replicas superimposed on the real part can let me not 
worry about missing the gesture cues of the remote expert, 
However, it might block the real parts sometimes, so in this 
case I need to adjust the observation direction.” Therefore, 
the results of the collaborative experience questionnaire sup-
ported hypothesis H4 to a great extent.

For the user preferences, as we expected, most participants 
preferred the VG3DV interface with respect to the feeling 
of focus, enjoyment, self-confidence, the degree of passion 
and satisfaction, and the sense of collaboration (see Fig. 18).

The results also demonstrate that the VG3DV interface 
has the potential to change the mode of interaction in the 
shared 3D stereoscopic scene. One of the most interesting 
findings was in the analysis of the verbal cues observed 
in conversation records between remote experts and local 
workers. Augmented feedback with virtual replicas by the 
VG3DV allowed for less ambiguous and more concise com-
munication as the remote experts were able to direct the 
local worker without having to describe the spatial posi-
tion and assembly method. When using the G3DV inter-
face, verbal cues are often very specific such as “pick up 

the round nut; assemble from left; put the shaft through that 
hole; tighten until the part reaches the position pointed to by 
my finger.” In contrast, when using the VG3DV interface, 
remote experts more frequently used terms such as “pick up 
this; assemble it here.”

In terms of gesture cues, the VG3DV interface allowed 
for more natural and intuition gesture-based instructions as 
the remote experts were able to manipulate the virtual part  
as if it was a real part. When using the G3DV interface, 
experts often used the pointing gesture, more specifically, 
the static pointing gesture is used to indicate the target part 
and the continuously pointing gesture is used to indicate 
where it should be assembled. In contrast, when using the 
VG3DV interface, the remote experts more frequently uti-
lized the “Grasp” gesture, that is, grabbing a part or a tool 
to create the virtual replicas to indicate the target part and 
keeping the “Grasp” gesture to manipulate it until the part 
reaches the desired position. Besides, some participants in 
the expert site considered that using the dynamic gesture 
“SWEEP” to remove virtual replicas is natural and simple, 
although it can create small distractions at times.

Fig. 19   The remote VR expert creates guidance based on the G3DV or the VG3DV. a, d The collaborative scene on the remote VR site. b, e The 
remote VR expert guiding with G3DV. c, f The remote VR expert guiding with VG3DV
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Finally, the research has some implications for the design 
and development of MR remote collaborative systems based 
on the shared 3D stereoscopic scene. Combining gesture 
cues and virtual replicas enables remote experts to interact 
with objects in the shared 3D stereoscopic scene naturally 
and intuitively and provide clear instructions, especially in 
industrial assembly tasks. Therefore, we propose that the 
MR remote collaboration system for industry tasks should 
support sharing this combination, and researchers should 
consider how to design gestures for natural manipulation 
of virtual replicas as if the manipulation of their physical 
counterparts.

8 � Limitations

Generally, the subjects responded with generally positive 
and favorable views of the combination of virtual repli-
cas and gesture cues as an innovative interactive method 
on a shared 3D video MR remote collaboration system and 

recognized the potential benefits for industrial assembly 
tasks it can bring. However, there are still certain limita-
tions in our current research which can be further investi-
gated. First, the sample size of statistical data analysis in our 
present user study is quite modest and the diversity is low 
(24 participants, 12 pairs, aged from 22 to 34 (M = 28 years, 
SD = 0.7)). Most of the participants are young college stu-
dents, so they may be more receptive and favorable to new 
technologies than actual industry workers (they may older 
and have only a shorter formal education). We believe that 
increasing the number of participants with different edu-
cational levels and age distribution will help to explore the 
impact of education and age factors on the performance and 
user experience of our remote collaboration mode, and will 
help to translate the research results into practical benefits.

Second, our current research adopts co-located collaboration 
to simulate remote collaboration. In this case, participants are 
in the same room and they can speak to each other, which can 
reduce typical problems of verbal communication in remote 

Fig. 20   Guiding the assembly 
of the long shaft based on the 
G3DV or the VG3DV. a The 
correct method for the long 
shaft; b–d three wrong assem-
bly methods for the long shaft; 
e the VR HMD view based 
on the G3DV; f the AR HMD 
view based on the G3DV; g the 
VR HMD view based on the 
VG3DV; h the AR HMD view 
based on the VG3DV

Fig. 21   Guiding the assembly 
of the thread slider based on 
the G3DV or the VG3DV. a 
The correct assembly posi-
tion for the thread slider; b a 
wrong assembly position for the 
thread slider; c the VR HMD 
view based on the G3DV; d 
the VR HMD view based on 
the VG3DV; e the AR HMD 
view based on the G3DV; f the 
AR HMD view based on the 
VG3DV

7716 The International Journal of Advanced Manufacturing Technology (2022) 121:7697–7719



1 3

assistance applications, such as sound distortion, communica-
tion delay, and so on. We think that this factor may have an 
impact on remote collaboration, such as objective results (per-
formance time and error evaluation) or user experience. There-
fore, we are trying to improve the prototype based on WebRTC​
11 for the geographically separated remote collaboration.

Third, our prototype currently does not support the sharing 
of other nonverbal cues other than gesture cues and virtual 
replicas, such as the popular AR annotations. Earlier research 
[11] reported a 3D + interface which supports remote experts 
annotating on the 3D reconstructed scene of the local worker 
side. This study presented that the users seemed to be sat-
isfied with annotations but there was no sign performance 
improvement in statistical analysis. However, it is worth com-
paring our method with other existing interactive methods to 
explore the advantages and limitations of our method.

Fourth, in our current research, the 3D stereoscopic local 
scene information is captured by one 3D (RGB + D) camera 
for reliable real-time network data transmission performance. 
However, even the most advanced 3D (RGB + D) camera 
lacks the ability to accurately and reliably capture the envi-
ronment for real-time visualization to fool the eye. Therefore, 
the 3D video is often affected by noise and artifacts. Further-
more, a single viewpoint is insufficient for obtaining informa-
tion at the occluding boundaries of a part, specifically, a part 
which is relatively high (such as a vice base), or a part which 
has sharp edges (such as such a Lego brick). Fortunately, 
as we expected, according to the feedback of participants, 
the virtual replicas and virtual proxies represented by high-
precision 3D models can make up for the low accuracy of the 
3D reconstructed scene to a certain extent. However, sharing 
a more accurate real-time 3D reconstruction scene may bring 
better performance and user experience, which will be our 
direction of improving remote collaboration.

Finally, in order to make the prototype system smoother, 
the current research does not continuously track the physical 
parts on the local site but initialized the location of virtual 
proxies through the first frame captured by the RGBD cam-
era. A higher-performance real-time object tracking method 
might contribute to the system stability and help the sys-
tem adapt to the misoperation of local workers. Therefore, 
a new real-time object tracking method would be developed 
to improve our prototype system.

9 � Conclusions and future works

In this paper, we presented a study to evaluate the influence 
of combining 3D gesture cues and virtual replicas for indus-
trial assembly tasks in real-time 3D video-based MR remote 

collaboration. We developed two different interfaces, our 
novel method of using the combination of virtual replicas 
and gesture cues in the 3D video (VG3DV), and a method 
similar to the popular method currently of using gesture cues 
in the 3D video (G3DV). First, we conducted a pilot test to 
evaluate the prototype and then improved it according to the 
feedback from participants. Next, we performed a formal 
user study to evaluate the proposed interaction mode with 
respect to performance time, error, workload, user experi-
ence, and user preferences in an industrial assembly task. 
The results confirm our initial hypothesis that in industrial 
assembly tasks, using the combination of gesture cues and 
virtual replicas on shared 3D video-based MR remote col-
laboration can provide better performance and user experi-
ence than the traditional method of using gesture cues only. 
In VG3DV condition, remote experts were able to more 
directly and clearly guide the local worker to pick up the 
correct part and assemble it at the correct positions. Finally, 
positive feedback from the participants with the VG3DV 
interface suggests that this interaction mode of MR remote 
collaboration has potential in industrial assembly tasks.

In future work, we intend to enhance the perception abili-
ties of the MR remote collaborative system to make them 
more suitable for domain-specific tasks, especially indus-
trial mechanical assembly. Next, we will further enhance 
our research to compare the method with other existing 
state-of-the-art methods, such as sharing AR annotations or 
multimodal interaction. Moreover, it would be interesting 
to explore the impact of enhancing our prototype by haptic 
feedback interaction. Finally, we also would like to explore 
how to improve performance and user experience to take 
advantage of the full potential of MR remote collaboration 
based on shared 3D stereoscopic scenes, such as sharing 
more accurate real-time 3D reconstruction scenes by cap-
turing the local scene with multiple RGBD cameras at the 
same time.
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