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Abstract
The hard-to-cut material nickel-base Inconel-718 is used in large quantities in the aerospace industry and defense industry 
because the Inconel-718 has good mechanical strength at high temperatures, but the tool is likely to wear in the cutting 
processes. In this study, chip color and features were employed to predict tool lives because the chips are the closest to the 
cutting tool in the shear zone during the cutting processes, which can more authentically reflect the phenomenon of tool 
wear. The changes in chip color and geometric shape were extracted and digitized, and the prediction method employed a 
two-stage model. In Stage 1, a convolutional neural network (CNN) was used for chip condition classification and validation, 
and in Stage 2, back propagation neural network (BP) was employed to predict the tool wear. The result showed that when 
the Google-Net and ResNet50 network models were adopted for CNN chip feature recognition, with the confusion matrix 
of multi-classification for validation, the recognition precisions were 66.7% and 88.9%, respectively. The modeling and pre-
diction were performed in the BP neural network; the chip chromaticity, chip thickness, and chip width were employed as 
input features, and the precision was enhanced by multi-fusion features. Finally, the mean absolute percentage error values 
for heavy cutting were 17.11%, medium cutting at 5.45%, and small cutting at 9.02%, indicating that the CNN-BP prediction 
model has good forecast accuracy, thus providing a new model prediction form for tool life.
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1  Introduction

The nickel alloy Inconel-718 has strengthened mechanical 
properties at high temperatures, and the strengthening mech-
anisms are � ′ phase and � ′′ phase precipitation strengthening, 
grain boundary strengthening, solid solution strengthening, 
precipitation hardening, and affiliation phenomenon, lead-
ing to rapid wear of cutting tools in the cutting processes. In 
this study, chip color and features were employed to predict 
tool lives. As the cutting tool is the closest to chips in the 
shear zone during the cutting processes, the tool wear can 
be reflected authentically [1]. This study discusses impor-
tant issues, and the convolutional neural network (CNN) 
was adopted, as mentioned in earlier studies to determine 

the wear of tools when cutting nickel alloy materials, which 
were fused with the studies about chip color, color correc-
tion, and material chips.

The nickel alloy Inconel 718 is characterized by high 
strength, lower thermal conductivity, and high work hard-
ening at high temperatures, so the cutting force and tool wear 
increase with the radial depth of cut. Conventional cutting 
tools have problems of worse resistance to high tempera-
ture and abrasion performance. Thus, we tried a new cut-
ter material, using a coated cutting tool with a special tool 
face to turn nickel alloy and found that the coated cutting 
tool had good repellence to groove wear and tool flank wear 
[2–4]. The research conclusion showed that in the chip for-
mation variation mechanism of nickel alloy Inconel 718, 
the serrated or segmented chip phenomenon was advisable 
for reducing the cutting force level, and that the chip forma-
tion mechanism of nickel alloy Inconel 718 was very impor-
tant for effective and efficient machining from the analysis 
model [5, 6]. The tool wear characteristic in nickel alloy 
cutting with the characteristic of the general ferrous alloy 
and indicated that the cutting force was twice as high as 
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that of general carbon steel in nickel alloy cutting at the 
same speed, so that the tooltip end bore super high stress 
and temperature, as the maximum cutting temperature was 
close to the cutting edge end, the maximum depth of crater 
wear was closer to the cutting edge end than ferrous alloy, 
and the tool flank wore severely due to high temperature of 
tool face, the tool life was shortened, and the cutting speed 
could not be increased [7].

Used CNN for borehole image recognition and divided 
the recognition criteria into three grades: red, yellow, and 
green, which corresponded to three stages of the drilling 
state. The red grade means a worn state of the drilling bit 
and should be changed immediately in the drilling process 
[8–10]. Using CNN model for automatic recognition of the 
wear type of high-temperature alloy cutting tool in the face 
milling process, used convolutional auto-encoder (CAE) to 
pretrain the network model and combined BP with stochastic 
gradient descent (SGD) algorithm for fine-tuning of model 
parameters [11, 12]. The deep learning method indirectly 
identifies the tool wear level based on the image process-
ing for turning chips. Different features are extracted from 
RGB and HSV (hue, saturation, value) image channels, and 
the neural network is set up according to the tool wear state 
condition to classify the chips [13].

The vibration monitoring method is generally imple-
mented by mutual extrusion of machine cutting tool and 
workpiece, so the reciprocity is very high. The state of the 
vibration frequency of the cutting tool is changed as the tool 
is worn and damaged, so the vibration monitoring method 
usually places the sensors nearby the cutting edge of the cut-
ter; the vibration signals are captured and combined with the 
charge amplifier to analyze the collected values; the required 
feature values are selected for monitoring. The method is 
reliable to some extent, but the vibrational state of the cut-
ting tool and the interference of the external environment 
should be removed to some extent, to extract the required 
data effectively [14, 15].

A vibration sensor was combined with an artificial neural 
network for the classification of cutting tool conditions and 
acceleration data training. The monitoring aims to optimize 
vibration signals and performs artificial neural network oper-
ations to obtain various precisions and indicates the perfor-
mance of cutting tool conditions. The collected time-series 
and milling vibration signals of workpieces are different, 
and the exact values are obtained by various neural network 
analyses [16, 17].

Kamdani [2] used multiple machining paths to monitor 
the machining process of fine milling, the load current in 
various axial directions and the spindle vibration signals 
could be collected effectively and instantly, and the auto-
matic segmentation method of signal data was further 

improved to enhance the noise reduction capability and 
shorten the data analysis time. The experimental results 
showed that the wavelet was used for noise processing, 
and the S/N ratio of the five-level db3 generating function 
was increased from 11 dB before denoising to 15.63 dB. In 
terms of the accuracy of characteristic set prediction, the 
mean absolute percentage error (MAPE) rates of inner circle 
roundness, inner circle cylindricity, and outer circle round-
ness were estimated to be 8.65%, 13.2%, and 6.5%, applica-
ble to fine milling to predict the machining accuracy [18].

In this study, the current signal characteristic in the 
machining was used as a monitoring method to analyze the 
state of tool wear. In analysis feature selection, the cutting 
load current signals of different paths were collected and 
converted into time–frequency domain signals; the data 
were classified by Markov state and K-means clustering, the 
required feature values were selected, and according to the 
test results, the classification accuracy was 74.61 ~ 91.62%; 
the average recognition was 83.39% [19, 20].

The visual inspection method for images generally uses 
optical inspection or a vision processing system to judge 
the extent of the damage. The method measures the dam-
age condition of the main body of workpiece material 
according to the optical position of the image acquisition 
unit to evaluate the worn surface. It has the advantage of 
capturing optical measured values (e.g., actual geometry 
change induced by wear). Optical measurement is a dif-
ficult technology for machining because the tools should 
be dismounted frequently for measurement. Besides the 
above measuring method, an automatic solution based on 
calculator vision was worked out recently for identifying 
the damaged insert in the edge contour milling head. Upon 
the completion of this experiment, very high accuracy was 
obtained; the method can facilitate online measurement of 
the defects, thus making it another cutting tool monitoring 
method [21, 22].

In this study, the tool life, tool wear, and image acquisi-
tion and the degree of wear of the cutting tool profile were 
analyzed. The experimental results showed that a tool wear 
measurement system of in situ machine vision was built, 
and the edge contour could be established for the tool edge 
at the front end of the milling cutter. Next, the wear width 
and height of the milling cutter were drawn and analyzed, 
the subtle changes in the two values were analyzed, and the 
measurement result was obtained [23].

The objectives of this study include (1) evaluating and 
calibrating the effectiveness of charge coupled device (CCD) 
chromaticity; (2) comparing different prediction methodolo-
gies, processes, and measurement signals on the relationship 
between chip color and tool wear; and (3) investigating the 
influence of chip color and geometric shape on tool wear.
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2 � Cutting principle and prediction method

2.1 � Tool life and principle

The tool life in the cutting processes is defined as the result 
of physical action and chemical action resulting from cut-
ting heat and mechanical friction during cutting. The tool 
wear appears as the wear band, gap, and fracture on the 
back of the cutting tool; the relationship between tool life 
and cutting speed is the tool life criteria proposed by F.W. 
Taylor in 1894, and expressed as Eq. (1); the relationships 
of different types of materials are shown in Fig. 1 [24, 25].

When the influence of feed rate and the depth of cut on 
tool life is considered in the cutting processes, the tool life 
criterion is expressed as Eq. XX, so the cutting speed, feed 
rate, and depth of cut are variable factors, and different 
workpieces, cutter materials, tool angle forms, and coat-
ings can influence the constants of n and C.

n, n1, n2: constants depending upon tool material (= 0.1 
to 0.4); C: constant that depends on tool-work material 
combination and tool geometry (> 100); V: cutting speed 
(m/min), T: tool life (min); C: empirical constant; n: con-
stant of cutter material properties.

According to the tool life curve, the major influenc-
ing factors include the coordination of cutter material and 
workpiece material, cutting speed, cutting thickness, and 
cutting width. In metal processing, the time of processing 
shortens as the cutting speed increases, with better pro-
cessing surface accuracy, but the wear rate of the cutting 
tool increases, meaning the tool life is shortened. The two 
forms of wear are (1) tool face wear resulting from the 
crater when the chips flow through the tool face and (2) 
tool flank wear region induced by rubbing action of the 
fresh working surface.

(1)VTn = C

(2)VTnf n1dn2 = C

2.2 � Chip chromaticity measurement 
and transformation

In this study, a measuring equipment and method for chip 
color of machining chip features were developed, to pre-
dict the tool life using chip features, to reduce errors, and 
to increase the machining precision. In the cutting of metal 
materials, the high-speed friction between cutting tools and 
workpiece materials generates a lot of cutting heat, and the 
chips are heated up rapidly by the cutting heat. As the chips 
cut off the parent material and cooled rapidly in the air, this 
phenomenon results in oxidation films of different colors on 
the surface of chips. The color of the oxidation film is influ-
enced by the thickness of the oxidation film (d), refractive 
index (n), and absorption coefficient (k) of the oxidation film 
and parent material, as shown in Fig. 2. The color of chips 
during machining changes in the order of from light olive 
gray (2.5Y)  pale brown (2.5Y)  weak brown (5YR)  dusky 
purple (10P)  dusky bluish purple (10 PB)  moderate blue 
(2.5 PB)  weak blue (10B)  medium bluish-gray (5G)  light 
olive-gray (7.5GY)  weak red (5R) [26].

Figure  3 shows the relation between chip oxidation 
film thickness and chromaticity coordinate points, and the 

Fig. 1   Relationship between tool life and cutting speed

Fig. 2   Oxidation film model

Fig. 3   Chromaticity diagram [26]
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relation graph shows annular solid lines. The lines radiat-
ing from the center represent yellow (Y), red (R), purple 
(P), blue (B), and green (G) hues. Oxidation film thickness 
(μm), chromaticity coordinates (xc, yc), JIS specified color 
names (hue H, value V, chroma C), and general color names 
are as shown.

In the general CCD shooting process, there are unit vec-
tors of chromaticity red [R], green [G], and blue [B], which 
can be converted into vector operation of 3D space. This 
space using geometry to represent colors is known as color 
space, as shown in Fig. 4. Monochromatic light object stimu-
lation [F]mono can be represented by the vector of RGB color 
space made by using mixed amounts of R, G, and B of red 
[R], green [G], and blue [B] as components.

The monochromatic color is usually represented by the 
intersection point (r, g, b) of the vector [F]mono and unit 
plan R + G + B = 1. The use of the left 3D space in Fig. 15 
to represent [F] mono-color is not convenient; thus, the r, 
g, and b values are obtained from the following equations:

The color matching functions in the RGB apparent color 
system have negative values; to avoid inconvenient calcula-
tion, the XYZ apparent color system with positive tristimu-
lus values was adopted, and the color stimulus values were 
[X], [Y], and [Z], also known as the CIE 1931 standard color 
system. When this system performs a color matching experi-
ment, the XYZ apparent color system has a characteristic y 
(̅λ), which is the same as spectral apparent efficiency. The 
spectral apparent efficiency uses the quantity of radiation to 
represent the concept of changing the spectral distribution 
of color stimulus into photometric quantity, suggesting that 
the tristimulus value Y is directly equal to the photometric 

(3)

r = R∕(R + G + B)

g = G∕(R + G + G)

b = B∕(R + G + B)

quantity (brightness) value. In addition, the wavelength end of 
λ ≥ 650 nm is fixed at z ̅(λ) = 0, and the calculated tristimulus 
value [Z] can be reduced.

The tristimulus values [R], [G], and [B] of RGB apparent 
color system and the tristimulus values [X], [Y], and [Z] of XYZ 
apparent color system can be interconverted, and the conver-
sion can be calculated by a matrix expressed as:

The conversion of tristimulus values [X], [Y], and [Z] into 
the tristimulus values [R], [G], and [B] is expressed as:

Besides the matrix operation of Eq. (5), the tristimulus 
values [X], [Y], and [Z] can be calculated by the following 
equations. Generally speaking, if the spectral distribution of 
color stimulus is regarded as φ(λ) , and color matching func-
tions are x (̅λ), y (̅λ), and z (̅λ), the tristimulus values can be 
worked out by Eq. (6):

(4)
⎡
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(6)

X = k∫
vis

�(�) ⋅ x−(�)d�

Y = k∫
vis

�(�) ⋅ y−(�)d�

Z = k∫
vis

�(λ) ⋅ z−(�)dλ

Fig. 4   3D space representation 
and chromaticity diagram of 
monochromatic [F]mono [27]
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where k is a constant.

The tristimulus values of Eq. (7) can be changed accord-
ing to different conditions. If an object is irradiated by light 
rays, the color stimulus of the reflected color is:

where P(λ ) is the spectral distribution of illuminating light; 
and then, R(λ ) is the spectral reflectivity of the reflecting 
object.

The color stimulus of the transmissive object is:

where T(λ ) is the spectral transmittance of the transmissive 
object.

Figure 4 shows that the trajectories of x ̅(λ), y ̅(λ), and 
z ̅(λ) color-matching functions in XYZ apparent color 
system and spectrum are the same in the RGB apparent 
color system. When [X], [Y], and [Z] are regarded as unit 
vectors, and the points of intersection with the unit plan 
X + Y + X = 1 are defined as chromaticity coordinates, and 
Eq. (9) is established.

where x and y are chromatic values, and X, Y, and Z are 
tristimulus values.

Figure 5 shows the x ̅(λ), y ̅(λ), and z ̅(λ)) color matching 
function trajectories and spectral locus in XYZ chromaticity 
space, and the chromaticity coordinates of monochromatic 
light are called spectral chromaticity coordinates. The curve 
formed of chromaticity points connected according to the 
sequence of monochromatic light wavelength is called the 
spectral locus of monochromatic light, also known as a spec-
tral locus.

If the x ̅(λ), y ̅(λ), and z ̅(λ) color matching function trajec-
tories are made on a 2D plane, and the maximum value and 
minimum value of monochromatic light wavelength in the 
spectral locus are connected as shown in Fig. 6, a U-shaped 
pattern is formed on the coordinate surface. This pattern is 
called XY chromaticity diagram, representing the color range 
the human eyes can see in nature.

The chip color measurement includes color-matching 
functions, tristimulus values, chromaticity diagram, and 
standard source, and the disparity of chromaticity diagram 
is further improved. For calculation, the XYZ tristimulus 

∫
vis

is derived from the visible light wavelength region

(7)φ(λ) = R(λ) ⋅ P(λ)

(8)φ(λ) = T(λ) ⋅ P(λ)

(9)
x =

X

X + Y + Z

y =
Y

X + Y + Z

values are substituted in L*a*b* and L*u*v* chromatic 
aberration modes, and the X10Y10Z10 tristimulus values can 
be used when the observer’s viewing angle exceeds 4°.

Fig. 5   Color matching function trajectory and spectral locus in XYZ 
chromaticity space [27]

Fig. 6   CIE xy chromaticity diagram
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1.	 The computing mode in L*a*b* color space is:

	   where I/In = X/Xn = Y/Yn = Z/Zn.
	   X, Y, and Z are tristimulus values of the object, and 

Xn, Yn, and Zn are tristimulus values of reference white. 
The tristimulus values vary with heterogeneous light 
sources if D50 light source of Xn = 96.42, Yn = 100, and 
Zn = 82.49 is used.

2.	 The main computing mode in L*u*v* color space is:

	   where Y is tristimulus value Y;
	   u

�

andv
� are u and v chromaticity coordinate values of 

u
′

v
′ chromaticity diagram; Yn is the tristimulus value Y of 

reference white; and u′

n
���v

′

n
 are the chromaticity coor-

dinate values of perfect diffusion reflection surface.

The CIE LAB and CIE LUV color spaces are special-
ized in representing chromatic aberration, and their color 
difference is worked out by the following equation. The 
chromatic aberration ΔE∗

ab
 between chromaticity points 

(L∗
1
, a∗

1
, b∗

1
) and ( L∗

2
, a∗

2
, b∗

2
 ) in the CIE LAB color space is 

worked out by Eq. (12).
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3
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(
I
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(11)

L∗ = 116f

(
Y
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)
− 16

u∗ = 13L∗
(
u

�

− u
�

n

)

v∗ = 13L∗
(
v
�

− v
�

n

)

The chromatic aberration ΔE∗
uv

 between chromaticity 
points (L∗

1
, u∗

1
, v∗

1
) and (L∗

2
, u∗

2
, v∗

2
) in the CIE LUV color space 

is worked out by Eq. (13).

In different brightness conditions, the display shows dif-
ferent red, green, and blue tone scales, and the relationship 
between brightness and tone scale is called tone, which is 
usually described by the γ curve, tone reproduction curve 
(TRC), and photovoltaic conversion function. It is generally 
represented as the tone relationship between display input 
signal value and luminance in the display industry. The TRC 
of ascending tone scale signal strength and luminance of 
RGB primary colors of an LCD panel. The signal strength 
and luminance of LCD can be expressed as:

where X is the color signal quantity; Y is the luminous inten-
sity; γ is the tone index (range is 1.8 ≤ γ ≤ 2.4).

3 � Experimental equipment and process

This experiment aimed to create three cutting types in dif-
ferent cutting parameter conditions, which are heavy cutting 
(Hc), medium cutting (Mc), and small cutting (Sc), and the 
major parameters are listed in Table 1. The experimental 
equipment used in this study was a CNC vertical milling 
machine, the five-axis machine center that the X, Y, and Z, 
moved on to travel 450 mm, 300 mm, and 360 mm, respec-
tively. The feed velocity was from 36,000 to 48,000 mm/
min, and the maximum revolution of the main spindle was 
10,000 rpm, as shown in Fig. 7. The relationship between 
tool wear and experimental chips was examined, the cutting  
type was identified by CNN, and then the relationship of tool 

(12)ΔE∗
ab

=

√[(
L∗
1
− L∗

2

)2
+
(
a∗
1
− a∗

2

)2
+
(
b∗
1
− b∗

2

)2]

(13)ΔE∗
uv
=

√[(
L∗
1
− L∗

2

)2
+
(
u∗
1
− u∗

2

)2
+
(
v∗
1
− v∗

2

)2]

(14)Y = X�

Table 1   Machining experiment 
parameters

Cutting type Heavy-Cutting (HC) Medium-Cutting 
(MC)

Small-Cutting 
(SC)

Workpiece material Nickel alloy Inconel-718
Cutting tool adoption SECO XOMX180631TR-ME13 F40M (insert)
Cutting speed (m/min) 35 37 39
Feed per tooth (mm/tooth) 0.30 0.25 0.20
Depth of cut (mm) 0.40 0.25 0.1
Cutting direction Down milling
Cutting fluid Dry milling
Cutting power (kw) 0.0195 0.0107 0.0036
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wear was determined according to the xy chromatic values 
of chips, chip thickness, and chip width. Finally, a method 
for identifying the cutting type and predicting tool wear was 
established. The description was divided into three parts. 
First, the nickel alloy Inconel 718, a common alloy of the 
aerospace industry, was adopted for the cutting experiment. 
The material chips of each cutting were collected during 
the experimental process, the chips were photographed by 
industrial camera CCD, and the cutting tool wear value was 
measured. Second, in the process from the beginning to the  
intense wear of cutting tools, the pictures of chips collected 
in the experiment were analyzed by a human–machine inter- 
face system, and the color information xy chromatic values  
of chip surface were obtained. The variation trend of chip  
surface color xy feature values in the process from the begin- 
ning to the intense wear of the cutting tool was obtained, and 
the relationship between corresponding variation trends was 

established. Third, the deep learning analysis and valida-
tion were performed by using the software. The pictures of 
material chips collected in the experiment were processed by 
the training networks of GoogLeNet and ResNet50 to train 
the convolutional neural network to identify the tool wear 
class, with the three types of Hc, Mc, and Sc. A cutting-
type recognition model was then built by the neural net-
work training. Finally, this recognition model was validated 
to obtain a confusion matrix to confirm that the capability 
of the recognition model has adequate accuracy, and this 
recognition system was completed at this time. Then, three 
types of tool life models were built by using BP. To further 
increase the model reliability, a single feature was compared 
with multiple fusion features in the course of modeling. To 
cut the hard-to-cut material nickel alloy Inconel 718 in the 
future, as long as the chips are photographed and the picture 
is input into the recognition model, the cutting type can be 
obtained and the corresponding BP model was selected to 
subsequently obtain the tool wear. A simple and rapid cut-
ting tool wear model is provided for the industry, and the 
experimental process is shown in Fig. 8. The experimental 
plans and processes at various stages are described below.

4 � Results and discussion

4.1 � Experimental results of the influence 
of different cutting types on chip features

In the suggested conditions of this experiment, the 
selected experimental parameters are Vc = 37  m/min, 
ft = 0.25 mm/tooth, and ap = 0.25 mm. As these param-
eters are the median of the suggested cutting conditions, 
this is defined as Mc cutting type. For good experimental 
repeatability, three repeated experiments were performed, 
and the total cutting time of the cutting tool was 55.459 

Fig. 7   The experimental equipment

Fig. 8   A chart describing the experimental process
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(min) and 60.826 (min). Each group performed 31, 34, 
and 34 pass cutting experiments, respectively, and stopped 
when the wear was 0.309 mm, 0.315 mm, and 0.351 mm, 
respectively. In this experiment, the correlation between 
tool wear and tool appearance of 1, 17, 31, and 34 cutting 
times was observed and represented by tool life Taylor’s 
curve, as shown in Fig. 9. In the repeated experiment, 
the maximum error was 55.54%, and the least error was 
1.34%; this was for 31 and 34 passes of cutting, and the 
missing three passes were represented by 0. In terms of 
the overall mean error, the mean error of the 31st pass was 
4.56%, and the mean error of the 34th pass was 9.05%.

In the suggested cutting conditions, the selected experi-
mental parameters are Vc = 39 m/min, ft = 0.2 mm/tooth, 

and ap = 0.1 mm, which are the small values in the suggested 
cutting conditions; hence, this is defined as the Sc cutting 
type. The total cutting time of the cutting tool was 150.875 
(min), and there were 71 passes in the cutting experiment, 
which stopped when the wear was 0.306 mm. In this experi-
ment, the correlation between tool wear and tool appearance 
of 1, 35, and 71 cutting times was discussed and illustrated 
by tool life Taylor’s curve, in Fig. 10.

As the factors influencing tool life are cutting speed, 
feed rate, depth of cut, and cutting width in the machin-
ing experiments, the influence of different machining con-
ditions on the feature of chip formation was studied in 
this research. The parameter settings of different cutting 
types were categorized into Hc, Mc, and Sc cutting types 

Fig. 9   Mc experiment and 
repeatability comparison
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according to the suggested parameters provided by the cut-
ting tool supplier, and the detailed cutting conditions are 
shown in Table 1. The chips were collected in the machin-
ing experiments, and the chip features (width, thickness) 
in different conditions were measured by CCD industrial 
camera. The effects of tool wear on the chip features of Hc, 
Mc, and Sc in the same cutting condition are compared 
below with illustrations of their correlation.

In the Hc, Mc, and Sc machining experiments, the cor-
relation of anterior, intermediate, and posterior stages of 
wear was discussed only. For Hc, (1, 10, 20) passes were 
sampled; for Mc, (1, 17, 34) passes were sampled; for Sc, 
(1, 35, 71) passes were sampled, as shown in Figs. 11 and 
12. As the tool wear increased, the chip width in the Hc 
condition decreased from 1.5172 to 1.3333 mm, and the 
chip thickness increased from 0.1839 to 0.2011 mm. In 
the Mc condition, the chip width decreased from 1.1666 
to 1.0862  mm, and the chip thickness increased from 
0.1264 to 0.1350 mm. In the Sc condition, the chip width 
decreased from 0.7643 to 0.6379 mm, and the chip thick-
ness increased from 0.0862 to 0.1034 mm. The trend of 
variation of an increase in chip thickness and a decrease in 
chip width were observed in the three experiments.

The above experimental results showed the variation of 
chip features (width, thickness) as the tool wear increased in 

the condition of a single type. The chip thickness increased 
with tool wear, and they were proportional to each other. In 
terms of chip width, the trend was reversed with an inversely 
proportional relation. Then, the relationships between the three 
cutting types and the chip features (chip thickness and chip 
width) were compared. The overall chip features decreased 
with cutting type. The chip width and thickness are shown in 
Figs. 13 and 14, respectively.

In the single-type cutting conditions, the chip width 
decreased as the tool wear increased and the chip thickness 
increased. This phenomenon matches with the tool life model 
proposed by Swedish Prof. Bertil Colding in the 1950s. The 
decrease in chip thickness will increase the tool life, and an 
increase in cutting speed will reduce chip thickness; these phe-
nomena also corroborate with the experimental results of our 
research [28].

4.2 � Shooting analysis results of chip surface 
chromaticity of different cutting types

This section describes the results of the CIE xy chromaticity 
coordinate value shooting of machining chips of different 
cutting types. Isometric sampling was performed accord-
ing to different cutting types and the number of passes in 
machining experiments. Ten chips were taken from each 

Fig. 10   Sc experiment result
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group; 90 pieces of data from nine groups were sampled 
from Hc, 150 pieces of data from 15 groups were sampled 
from Mc, and 210 pieces of data from 21 groups were sam-
pled from Sc. A total of 450 chromaticity coordinate val-
ues were analyzed by a human–machine interface system. 
The CIE xy chromaticity coordinate values of chips were 
obtained, and the influence of tool wear in various stages of 
initial wear, steady wear, and accelerated wear on chip CIE 
xy chromaticity coordinate value was discussed. The chip 
CIE xy chromaticity coordinate values of three cutting types 
are compared in Figs. 15 and 16.

Three phenomena were obtained from the analysis 
results of three machining experiments. According to the 
relationship of different cutting types and tool wear to chro-
maticity surface coordinates, first, the trend in the diagram 
was observed, and the chromaticity coordinates xy values 
increased gradually with the cutting tool wear loss, which 
diffused towards the upper right gradually in the color horse-
shoe diagram. The three cutting types matched this variation 
trend. Second, when the cutting tool turned from the initial 
unworn state into the accelerated wear state, the color trend 
of chip surface chromaticity eigenvalue changed from yellow  
to yellow–brown. Third, the chromaticity coordinate feature 
xy values were relatively staggered in the initial wear and 

steady wear intervals, but as the tool wear entered the accel-
erated interval, the values changed from approximate inter-
lacing into diffusion to separation. The said three changes 
might have resulted from the cutting heat generated during 
the cutting processes as the tool wear increased. The chips 
were heated up rapidly by the cutting heat and cooled rapidly 
in the air. This phenomenon resulted in the formation of 
oxidation film of different thicknesses on the surface of chips 
and also influenced the chromaticity coordinate xy values.

4.3 � Application of CNN to recognition of different 
cutting types

The CNN was employed to identify different cutting types 
as the training samples in this study met the characteristics 
of transfer learning with a short training time, low hard-
ware requirement, and limited data to achieve the optimum 
research benefit. However, transfer learning has to over-
come the uncertainties of training accuracy and generali-
zation ability, and these problems were overcome by using 
data enhancement in this study. Several different images 
were generated by scaling, rotation, and overturn, and the 
fixed light condition (angle and brightness) and shooting 
environment were normalized at the original image end 

Fig. 11   Influence of Hc tool 
wear on chip features
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to improve the environmental factors of image noise and 
reflection resulting from light change as the camera lens was 
capturing images and to increase the recognition rate. Four 
hundred and fifty original image samples were obtained 
after the said experiment, and the images were expanded 
by data enhancement, which were used as CNN modeling 
training samples, with 70% for training and 30% for valida-
tion. The GoogLeNet and ResNet50 network architectures 
were adopted for experiments and analysis, and the results 
are discussed below [29, 30].

In model validation, this study employed a confusion 
matrix to evaluate the result of the model, and the multi-
classification prediction was implemented. The fundamen-
tal purpose was to visually identify the validation results of 
GoogLeNet and ResNet50 networks through a confusion 
matrix to observe the distribution of different classes. In the 
program part, the classify function was adopted for classifi-
cation. The classify function was divided into two parts, the 
adopted sorting network model, and the picture data to be 
predicted, the confusion matrix. The row item corresponds 

Fig. 12   Influence of Sc tool 
wear on chip features

Fig. 13   Relationship between cutting type and chip width Fig. 14   Relationship between cutting type and chip thickness
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to the prediction class (output class), and the column item 
corresponds to the reality class (target class). Each red box 
indicates the sample quantity of incorrect prediction, with the 
diagonal green box representing the number of samples of 
correct prediction and the light gray box representing the cor-
responding sample attribute prediction accuracy. The right 
index generally represents accuracy or positive prediction 
value and error discovery rate, and the lower index generally 
represents recall or true positive rate and false-negative rate. 
The computing mode is shown in Table 2 and expressed from 
Eqs. (15) to (17).

Generally speaking, 66.7% of predictions of GoogLeNet 
confusion matrix are correct, and 33.3% are incorrect, 
whereas 88.9% of predictions of the ResNet50 confusion 

(15)Accuracy =
a + e + i

a + b + c + d + e + f + g + h + i

(16)Average Precision =

a

a+b+c
+

e

d+e+f
+

i

g+h+i

3

(17)Average Recall =

a

a+d+g
+

e

b+e+h
+

i

c+f+i

3

matrix are correct, and 11.1% are incorrect, as shown in 
Figs. 17 and 18. To fully evaluate the effectiveness of 
the model, the accuracy, average precision, and average 
recall of the model were compared, as shown in Table 3. 
ResNet50 was observed to be better than GoogLeNet in 
all respects; this might be because of the residual network 
design proposed by ResNet50. With the named design 
solve gradient vanishing and network deepening training 
degradation, the residual design removes the same princi-
pal part, highlighting subtle changes, and achieving higher 
accuracy. This part of the character matches the images 
used in this study.

4.4 � Test results of tool wear prediction model 
of different cutting types

According to the recognition result of different cutting 
types of CNN in the said experiment, the cutting type 
could be effectively classified into Hc, Mc, and Sc types. 
The correlation of chromaticity coordinate value (CIE 
xy), chip width (width), and chip thickness (thickness) 
eigen factors of tool wear are known, and the chromatic-
ity coordinate value, chip width, and chip thickness are 
influenced by the parameter conditions of different cut-
ting types. Therefore, the chromaticity coordinate value, 

Fig. 15   The relationship 
between Hc material chips and 
tool wear
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chip width, and chip thickness were employed as feature 
values for tool wear modeling, providing a reference for 
and applications on tool life systems. The models were 
built according to the classification result of CNN, the 
prediction process is shown in Fig. 19. The experimental 
model is shown in Fig. 20.

Therefore, this stage aimed to obtain experimental data of 
three cutting types from pre-machining experiments. With 
the chromaticity coordinate value (CIE xy), chip width 
(width), and chip thickness (thickness) being the input 
layer, and the tool wear being the output layer, 90 data were 
sampled from Hc, 150 were from Mc, and 210 were from 
Sc, with 70% of total data being taken as training files (63, 
105, and 147 data) and 30% being taken as test files (27, 
45, and 63 data). Based on the assessment criteria of Lewis 
(1982) and Makridakis (1993), this study was further used 

for training and test data collocation and adopted the mean 
absolute percentage error (MAPE) as the measurement index 
[31–34].

Fig. 16   The relationship 
between Mc material chips and 
tool wear

Table 2   Multi-classification confusion matrix

1 2 3 Precision

1 a b c a

a+b+c

2 d e f e

d+e+f

3 g h i i

g+h+i

Recall a

a+d+g

e

b+e+h

i

c+f+i

a+e+i

a+⋯+i Fig. 17   GoogLeNet confusion matrix
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In the first part of the cutting validation experiment, the 
model of the Hc type was built. Employing chip chromaticity 
coordinate value and chip thickness, chip chromaticity coor-
dinate value and chip width, chip chromaticity coordinate 
value, and chip width and chip thickness; the MAPE values 
were 23.14%, 23.50%, and 17.11%, respectively. The model 
of Mc type was built in the second part, and the MAPE val-
ues were 6.74%, 9.80%, and 5.45%, respectively. The model 
of Sc type was built in the third part, and the MAPE values 
were 11.12%, 13.21%, and 9.02%, respectively. The predic-
tion values of machining experiments and the measured cut-
ting tool wear values are presented from Figs. 21, 22, and 23.

The tool wear prediction error percentages of model 
heavy, medium, and small cutting were 17.11%, 5.45%, and 
9.02%, respectively. The increase of training files caused 
decreasing tool wear prediction error percentages and vice 
versa. Furthermore, it was apparent that specimen chip 
color + thickness + width provided better results than speci-
men chip color + width and chip color + width.

According to the experimental results, the prediction 
result of Hc was relatively high because the rate of change 

in the tool wear was higher than the other two types dur-
ing cutting, the cutting stroke was shorter, and there were 
fewer sampled data. This led to drastic changes in values and 
larger errors. Generally speaking, the model has a good pre-
dictive ability, and the MAPE values of chip thickness and 
chip width are higher in a single condition. After the three 
features were fused, the MAPE value could predict the tool 
wear more accurately than a single feature value, and the 
results are shown in Table 4. This phenomenon matches with 
the results of Xiao yuan Wang, Chen Tong, and Xiang eng 
Fan in 2020 and 2021, which stated that the precision can be  
increased effectively by fusing multiple features [35–37].

Fig. 18   ResNet50 confusion matrix

Table 3   Compare ResNet50 with Google-Net

GoogLeNet ResNet 50

Accuracy(%) 66.7 88.9
Average precision (%) 71.63 86.33
Average recall (%) 62.87 85.93

Fig. 19   Prediction modeling process

Fig. 20   Experimental model
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Fig. 21   Hc tool wear prediction 
result

Fig. 22   Mc tool wear prediction 
result

Fig. 23   Sc tool wear prediction 
result
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5 � Conclusions and future studies

5.1 � Conclusions

This study employed a hard-to-cut material nickel alloy 
Inconel-718 to perform dry machining experiments in differ-
ent machining conditions and fused chip features for direct 
measurements to discuss the correlation between hard-to-
cut material nickel alloy Inconel-718 and tool wear. Then, 
the chips and cutting tool conditions in the dry machining 
were observed to obtain multiple information in relation to 
tool wear, and the information effectively reflected the tool 
wear selected by data classification. The CNN GoogLeNet 
and ResNet 50 were adopted for classifying Hc, Mc, and Sc 
in different machining conditions. Finally, the modeling of 
tool wear was performed by using BP neural network with 
the chip features (cutting width, chip thickness, and CIE xy) 
collected in the machining experiments, and the influence 
of different feature input values on the measured tool wear 
value and predicted tool wear value was discussed. Thus, 
the tool wear prediction can be implemented with a certain 
precision, and the experimental results are detailed below.

1.	 The experiments showed that in dry milling of hard-
to-cut material nickel alloy Inconel-718, three different 
cutting parameter conditions were formed according to 
the consumed power. The tool wear result of machining 
experiments showed Sc 71 passes, Mc 31, 34, and 34 
passes, and Hc 20 passes, proving that the higher the 
cutting consumed power, the shorter the tool life. The 
cutting tool wear loss increased with feed rate, so the 
tool life shortened accordingly. When the small depth 
of cutting and low feed rate were combined with high 
cutting speed, the tool life was better than that of large 
depth of cutting, high feed rate, and low cutting speed, 
suggesting that the cutting speed was not an absolute 
influencing factor in different parameter conditions, and 
the overall factors should be considered.

2.	 The measurement result of machining chip features 
showed that the cutting width decreased as the tool wear 
increased, being inversely proportional to each other, 
and the cutting thickness also increased proportionally. 
The correlation between chip features and tool wear was 
thus proved.

3.	 The rotation between the cutting tool and workpiece 
material during machining generated high-speed fric-
tion, and thus, a lot of cutting heat. The material chips 
are heated up rapidly by the cutting heat and cooled 
rapidly in the air after leaving the parent material; this 
phenomenon results in the formation of oxidation film in 
different thicknesses on the surface of chips so that the 
chip color is changed. After analyzing the color infor-
mation xy feature value through the human–machine 
interface system in this study, the correlation between 
tool wear and chip chromaticity xy feature value was 
determined. The color horseshoe diagram expanded 
outwards as the tool wear increased, the xy chromatic-
ity feature value increased relatively, and the chip color 
moved towards the upper right from the yellow interval 
to the yellow brown interval. When the cutting tool was 
in the accelerated wear stage, the color change was the 
most apparent, and the color chip xy feature value was 
diffused most apparently.

4.	 This study adopted GoogLeNet and ResNet50 convo-
lutional neural network architecture models to predict 
the cutting type. The result showed that the ResNet50 
convolutional neural network architecture had better 
approximation capability than the GoogLeNet convo-
lutional neural network architecture. When there were 
limited sampled data and unstable data, the comparison 
of tool wear prediction errors of overall experimental 
groups showed better prediction errors in the ResNet50 
neural network model than in the GoogLeNet neural 
network model, with the recognition results of 66.7% 
for GoogLeNet and 88.9% for ResNet50, an increase of 
22.2%.

5.	 The BP neural network model was employed to predict 
the cutting tool wear values of Hc, Mc, and Sc. The 
analysis result showed that when the chromaticity coor-
dinate and chip thickness features were used as input 
values, the percentage errors of MAPE were 23.14%, 
6.74%, and 11.12%, respectively. When the chromaticity 
coordinate and chip width features were adopted as input 
values, the percentage errors of MAPE were 23.50%, 
9.80%, and 13.21%, respectively. When the chip width 
feature, chip thickness feature, and chromaticity coor-
dinate feature were combined, the percentage errors of 
MAPE were 17.11%, 5.45%, and 9.02%, respectively. 

Table 4   Tool wear prediction 
error percentages of heavy, 
medium, and small cutting in 
BP prediction model

BP Method prediction tool wear — MAPE(%)

Type Heavy cutting Medium cutting Small cutting

Chip color x–y + thickness 23.14% 6.74% 11.12%
Chip color x–y + width 23.50% 9.80% 13.21%
Chip color x–y + thickness + width 17.11% 5.45% 9.02%
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Therefore, fusing multiple features could enhance the 
tool wear prediction accuracy more effectively than a 
single feature value.
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