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Abstract
In the manufacture of metal parts, it is crucial to measure the tool wear accurately and quickly to improve machining auto-
mation, avoid tool change error, and perform tool wear compensation. In this study, an image-based on-machine and direct 
measurement model is proposed for the circumferential cutting edge wear of a milling cutter. First, a charge-coupled device 
sensor is applied to collect the one-dimensional (1D) projected images of the cross section on a circumferential cutting edge. 
The multiple-frame 1D images under one rotation angle of cutter are stitched into a rectangular image. Then, the multiple 
rectangular images in one rotation of the cutter are stitched to form a two-dimensional (2D) image. Also, the image edges are 
positioned through the image edge detection algorithms. Finally, based on the outer edges of the rectangular images for a same 
cutting edge, the tool diameter is measured; from the relationship of the radius wear and the flank wear on a circumferential 
cutting edge, the flank wear is obtained. The improved watershed algorithm based on the marked grayscale gradient image, 
the pixel level positioning algorithm based on Sobel operator, and the sub-pixel level positioning algorithm based on the 
grayscale moment are adopted for image edge detection. The performed experiments validate that the proposed image-based 
method is an effective way for measuring wear of the circumferential cutting edge of a milling cutter.
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1  Introduction

During cutting, the workpiece suffers from a relatively large 
spring back, which aggravates tool wear. The tool over-
wearing will increase cutting force and cutting temperature 
and even cause vibration. To ensure the workpiece machin-
ing quality, frequent tool changes are usually required in this 
process. Tool condition monitoring (TCM) of tool wear or 
damage is crucial for reducing unnecessary tool changes and 
machine tool downtime, and improving the machining effi-
ciency and workpiece quality.

In this regard, some methods have been proposed so far, 
which can be mainly divided into two categories, i.e., direct 
measurement and indirect measurement. As for indirect 
measurement, different signals in the cutting process such as 
cutting force [1], vibration [2, 3], sound [4], spindle power 

[5], and cutting temperature [6] can be used to obtain the 
feature parameters for evaluating the tool wear condition. 
They are effective to monitor the tool wear during the cutting 
process, especially the sudden damage. However, the indi-
rect measurement generally has the following limitations: (1) 
The detection signal often contains various interference that 
may affect the evaluation to wear condition; (2) Although 
wear condition can be reflected by the feature parameters, 
it is usually difficult to obtain quantified tool wear. Laser 
microscope [7] and scanning microscope [8] can directly 
measure tool wear, but the direct measurement methods have 
the following shortcomings: (1) The tool under measure-
ment needs to be disassembled from the machine tool. This 
not only reduces the machining efficiency but also results 
in installation errors; (2) These direct measurement meth-
ods rely on manual labor to read the measured value, so the 
measurement accuracy is affected by operative skills.

With applications of image sensors and advances in image 
processing techniques, tool detection based on image pro-
cessing has been studied [9–13]. The image-based methods 
of TCM can be mainly divided into deep learning methods 
or machine vision methods. The image-based deep learning 
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method can classify tool wear type without complicated data 
pre-processing. For example, Zhi et al. [14] proposed an 
edge-labeling graph neural network (EGNN), and the input 
features extracted from the tool wear image were input to 
the network to monitor tool wear condition. Wu et al. [15] 
obtained the images of adhesive wear, tool breakage, rake 
face wear, and flank wear condition in inserts of a face mill-
ing cutter. The image dataset was extended through rotation, 
scaling, and translation before it was input to the Caffe deep 
learning framework to classify the wear condition. Bergs 
et al. [16] detected worn areas on microscopic tool images 
using a fully convolutional network (FCN). The deep learn-
ing networks require a large number of data samples and can 
only judge the type or area of tool wear instead of determin-
ing the accurate value of the wear.

As for image-based machine vision methods, the Gaussian 
curve fitting method [17], spatial moment method [18], inter-
polation method [19], and Zernike moment method [20] have 
been applied to obtain the sub-pixel-level edge. Based on the 
flank images of a turning tool, Bagga et al. [21] extracted the 
wear boundaries through threshold segmentation, edge detec-
tion, and morphological operators. Zhang et al. [13] used a 
charge-coupled device (CCD) to capture the flank wear image 
of the insert on a milling cutter. Also, they extracted the 
edge of the worn area through column scanning and further 
extracted the sub-pixel edge using Gaussian fitting. Based on 
the end blade wear image of a micro-milling tool, Zhu et al. 
[22] detected the defects and extracted the wear region using 
the region growing algorithm. This method could reduce the 
effects of image background and noise on TCM.

The present image-based tool wear measurements are 
mostly based on the captured specific 2D images. These 
methods are suitable for the cutting edges whose features 
can be directly characterized by 2D images. For example, for 
a turning tool or an embedded insert on a milling cutter [13, 
21], using the flank images, the wear is measured through 
the difference between the edges of the cutting edge before 
and after wear; for the end face edge of an end mill [22], 
using the face edge images, the wear is measured through 
the area between the edges of the cutting edge before and 
after wear. However, for the circumferential cutting edge 
of an end mill, which is helical and has multi-dimensional 
features, using its 2D image for wear measurement has the 
following problems: (1) If the shooting angle is not exactly 
facing the maximum wear of the flank, the maximum wear 
value cannot be obtained; (2) For the different helix angle 
tools, the shooting angle needs to be changed to fit; (3) For 
a tool, images of each cutting edge require taking, and even 
for the same cutting edge, multiple images need to be taken 
on the full edge to get the wear position.

To this end, this paper proposes a novel model to meas-
ure the wear of the helical cutting edge on an end mill. This 

method is not based on the 2D image of the cutting edge, but 
is based on the 1D projected image of the tool cross section 
in the horizontal direction. Then, the multiple 1D images in a 
rotation are stitched into one 2D image, from which the cutting 
edge with maximum wear and its diameter are detected. Then, 
according to the relationship of the measured diameter and the 
tool wear, the latter can be gotten.

Meanwhile, the improved watershed algorithm based on 
internal and external markers and the sub-pixel edge detec-
tion algorithm are adopted to improve image edge positioning 
accuracy. Therefore, the methods can perform on-machine, 
direct, accurate, and rapid measuring for the wear of circum-
ferential cutting edge of a milling cutter.

2 � Model for wear measurement

2.1 � Relationship between VB  and NB  

The ISO standard recommends the use of flank wear VB to repre-
sent the degree of tool wear, but it is hard to directly measure the 
flank wear of an end mill. It is assumed that edge wear occurs at 
the distance l of the cross section. l is required to be within the 
height of the cutting edge. Figure 1 shows a cross section A-A 
at a distance of l from the tool center point along the axis of the 
end mill. The diameter of the cross-section is set to Dm . Due to 
the circumferential cutting edge wear, the cross section diameter 
becomes Dm after cutting for a period, as shown in Fig. 2. The 
relationship between flank wear VB and radial wear NB is

where �p is the clearance angle of the cutting edge in the cut-
ting plane. It can be seen from Eq. (1) that VB can be replaced 
by NB to measure the tool wear. NB is equal to the difference 
of the measured diameter of the end mill before and after wear.

(1)VB =
Dm − Dm

2
cot �p = NB ⋅ cot �p

Fig. 1   The micro-element of milling of a two-edged end mil
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2.2 � Image acquisition device

As shown in Fig. 3, the image acquisition device consists 
of a parallel light source JZ60DL, lens, a linear array CCD 

TCD1501 with a microcontroller STM32, and a base plate. 
The image data was transmitted from USB peripheral of 
STM32 connected with the acquisition software developed 
through C language. The CCD has 5000 effective pixels. 
The size of a single pixel, i.e., the CCD resolution, is 7 μm. 
The parallel light beam emitted by the light source is evenly 
projected on the tool part to be measured. Based on this, 
the tool part is projected and imaged on the photosensitive 
array of the CCD.

2.3 � Model of tool diameter measurement

According to the structure of alternating cutting edge and slot 
in a milling cutter, the image-based model is proposed to meas-
ure the tool diameter.

Taking a three-cutting-edge milling cutter as a case, Fig. 4a 
illustrates a cross section on the circumferential cutting edge 
with a rotation angle of �◦ . In this figure, O is the center of 
the cross section; L is the cross section projection size. From 
macro view, a projection on the CCD, shown in Fig. 4c, is a 

Fig. 2   The relationship between VB and NB

Fig. 3   The CCD image acquisi-
tion device. a) The schematic. 
b) Actual picture

a) The schematic

Spindle

Tool holder

End mill

CCD

Lens

Light source

Base

b)Actual picture
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1D array of pixel grayscale, while from micro view, it is an 
image with a height of 7 μm. So, it is called 1D image in this 
paper. A 1D image contains a cross section projection (the 
target zone) and two out of cross section projections (the back-
ground zones). L is equal to the multiply of the pixel amount 
in the cross section projection and the size of a single pixel.

In the measurement, the tool is stopped every rotation 
angle interval Δ�◦ to collect the projected 1D images. There-
fore, there are k ( k = 360◦

Δ�
 ) collections in one rotation of the 

cutter. Figure 4b presents the variations in the cross section 
projection size in one rotation of the cutter. These variations 
constitute a 2D image, that is, stitched from the 1D images. 
It can be seen that the measured diameter, Dm , is equal to 
the distance between the projections of the outer edges of 
the two 1D images of a same cutting edge. These two 1D 
images are distanced by 180

◦

Δ�
 1D images in the 2D image.

The image-based milling cutter diameter measurement 
process is designed according to Fig. 4, and shown in Fig. 5. 
First, to reduce the measurement error and realize the visu-
alization of 1D images, the 1D images projected along a 
cross section of the circumferential cutting edge at a certain 
rotation angle are sampled for b consecutive frames. That 
is, the sampling number in each collection is b . Then, these 
b frames of images are stitched according to the sampling 
order to form a rectangular image. Subsequently, k rectan-
gular images in one rotation are stitched according to the 
order of rotation angles to form a 2D image of the cutting 
edge cross-section. A 2D image contains (b × k) frames of 
1D images in total.

Finally, edges of the 2D image are detected through the 
algorithms of image segmentation, edge coarse positioning, 
and edge fine positioning. Meanwhile, the diameter can be 
measured through multiplying the pixel amount between the 
respective edges of two rectangular images of a same cutting 
edge and the size of a pixel.

3 � Image edge detection

3.1 � Edge detection of the 1D image

The gradient of that stands for a 1D image can be expressed 
as:

(2)g(x) = |f (x) − f (x + Δx)|

Fig. 4   The principle of the 
diameter measurement. a) 
Cutting edge cross-section. b) 
Variations in projection size. c) 
1D image at 360

1D images acquistion

Rectangulare images 

stitching

Internal marking 

of the target

External Marking of 

the background

Image segmentation

Minimum coverage process

Fine positioning

Measured diameter  

Coarse positioning

Adaptive filtering

Calibration of 

pixel size

2D image stitching

Coordinates of edge

Fig. 5   Flowchart of the image-based measurement of tool diameter
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where g(x) is the gradient and Δx is the point interval. 
According to the imaging principle, the pixel coordinates 
corresponding to the maximum value of g(x) constitute the 
edge of f (x) . During the imaging process, the tool surface 
texture and the external lighting can cause impulse noise 
interference, causing some local maximums outside the edge 
zone of the gradient image. To preserve the complete edge, 
the filter window is adaptively adjusted according to the 
degree of noise sensitivity. Figure 6 shows the edge features 
extracted from a frame of the 1D image of the tool cross 
section. In this figure, B indicates the maximum gradient 
relatively to A. A represents the background zone, C repre-
sents the target zone, and B represents the edge zone that is 
also the edge calculation window.

The edge detection time for a 1D image of a milling cutter 
is about 3 s. So, when the edge of the 2D image of a cross sec-
tion of the cutting edges is detected by (b × k) 1D images one 
by one, the entire detection time is 3(b × k) s. However, if the 
edge is detected directly on the 2D image, detection time can 

be shortened significantly. Besides, to improve the detection 
accuracy of the 2D image edge, the detection result of the 2D 
image can be adjusted according to the comparison between 
the edge detected in the 2D image at a certain rotation angle 
and the edge detected in the 1D image at this rotation angle.

3.2 � Image segmentation and edge coarse 
positioning

Before edge positioning of the 2D image, the image segmen-
tation algorithm is adopted to roughly segment the target 
zone from the background zone and obtain the edge detec-
tion zone. Considering that the grayscale gradient at the 
image edge is higher than that in other zones, the watershed 
ridges along the image edge can be obtained to roughly dis-
tinguish the target zone from the background zone.

However, since the grayscale gradient image also contains 
tiny changes in grayscale, it is easy to cause over-segmentation, 
where most watershed ridges do not represent the actual image 
edges. This phenomenon is presented in the red irregular net-
work in Fig. 7a. To solve this problem, the improved watershed 
(IW) based on the markers is proposed. Flow of the IW algo-
rithm, shown in Fig. 8, is as follows:

Convert the grayscale image to a binary image through 
extended maximum transformation to get the external mark-
ers marking the background zone.

In order to avoid the marker of the target zone (the inter-
nal marker) being too close to the edge zone, firstly, convert 
the grayscale image into a binary image through threshold 
transformation, then obtain the distance matrix D from the 
Euclidean distance transformation of the binary image, 
and finally, perform watershed transform on D to result the 
watershed ridge lines as the internal markers.

Add both internal markers and external markers to the gradi-
ent image, and set both internal markers and external markers 
as local minimum zones to get a marker-based gradient image; 
the process of which is called the minimum coverage process.

Fig. 6   Edge feature extraction of a frame of 1D image

a) Watershed on the gradient image    b) Watershed on the marker-based gradient image

Fig. 7   Segmentation of the grayscale image. a) Watershed on the gradient image. b) Watershed on the marker-based gradient image
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Perform watershed transform on the marker-based gradi-
ent image and get the segmentation distinguishing the target 
zone from the background zone, as shown in Fig. 7b.

The grayscale between the pixel point in the target zone 
and that in the background zone has a step change after 
image segmentation. The edges are further coarsely posi-
tioned by the Sobel operator [23]. The gradient of the 2D 
image f (x, y) at the pixel point (x, y) is:

where Gx and Gy are the horizontal and vertical gradients, 
and they are calculated by the convolution between the hori-
zontal and vertical templates based on the Sobel operator 
and the neighborhoods of (x, y) . Through adaptive threshold 
filtering and calculating the Sobel operator in both horizon-
tal and vertical directions, the edge blur can be reduced and 
the edge is coarsely positioned to the pixel level.

(3)|∇f (x, y)| =
√

Gx
2 + Gy

2 ≈ ||Gx
|| + |||Gy

|||

3.3 � Edge fine positioning

Since the size of a single-pixel of the CCD is 7 μm, the image 
edge and the pixel edge may not coincide exactly, but most 
likely lie within span of a pixel, as shown in Fig. 9. So the 
sub-pixel algorithms to improve the edge positioning accuracy 
from pixel to sub-pixel level are adopted. The fine positioning 
is to make full use of the grayscale information near the edge 
of a single pixel, to deduct the edge position more accurately. 
Since the image moment contains the image edge feature, gray 
moment of the image is used to detect its sub-pixel edge.

Step model of an edge is shown in Fig. 10, and it indi-
cates that the model consists of the pixel points with a 
grayscale of h1 and h2 . The normalized step model is:

(4)E(x, y, 𝜌, 𝜃) =

{
h1 if x cos 𝜃 + y sin 𝜃 ≤ 𝜌

h2 if x cos 𝜃 + y sin 𝜃 > 𝜌

Fig. 8   IW algorithm flow

Internal  markers External  markers

Marker-based gradient image

Grayscale image
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where the edge parameters � and � respectively represent the 
position and direction of the step edge. The first four-order 
(j = 1, 2, 3, 4) grayscale moment is expressed as

where D =
{
(x, y)|x2 + y2 ≤ 1

}
 is the area within the unit 

circle; f j(x, y) is the grayscale of the pixel point; p1 and p2 
respectively represent the proportion of the pixel point with 
the grayscale of h1 and h2 in D , and p1 + p2 = 1 . The gray-
scale moment can also be obtained by convolution of the 2D 
image with a grayscale moment template, i.e.:

where n is the number of the elements in a N × N grayscale 
moment template; zi is the grayscale of the i-th pixel point 
in the unit circle; wi is the weight of the i-th pixel point in 
the grayscale moment template. Combining Eqs. (4)–(6), the 
parameters p1 , p2 , h1 , and h2 can be solved.

(5)mj =
1

�∬
D

f j(x, y)dxdy = h
j

1
p1 + h

j

2
p2

(6)mj =

n∑
i=1

wiz
j

i

The sub-pixel edge (xs, ys) for f (x, y) can be expressed as:

where x0 and y0 are the grayscale center of the pixels in the 
unit circle, x0 =

n∑
i=1

xizi∕
n∑
i=1

zi , and y0 =
n∑
i=1

yizi∕
n∑
i=1

zi ; � can 

be obtained by:

� can be obtained by:

where � is the half-angle corresponding to the edge. The 
shaded area in Fig. 10b is:

Assuming p = min(p1, p2) , � can be obtained through 
S = �p and Eq. (10).

4 � Experiment and analysis

4.1 � Calibration of pixel size

The single-pixel size given by the CCD is 7 μmpixel−1. To 
improve the measurement accuracy, the pixel size needs to 
be calibrated. Since the CCD adopts back-illuminated imag-
ing and has no imaging objective lens, the distortion error 
of the lens can be ignored. Accordingly, the following linear 
calibration can be used.

where De is the tool shank diameter measured by a micro-
scope; c is the calibration coefficient; Δp is the pixel dif-
ference between the left and right edges positioned by the 
image-based method, and it represents the pixel amount in 
the target zone. Using the microscope and the image-based 
method, the tool with shank nominal diameters of 10 mm, 
12 mm, and 16 mm is measured to obtain the value of De 
and Δp . The calibration coefficients are as shown in Fig. 11. 
The average of all the calibration coefficients is taken as the 
calibrated pixel size, which is c = 7.04 μmpixel−1.

Thus, in the image-based method, the tool diameter can 
be measured by:

(7)
[
xs
ys

]
=

[
x0
y0

]
+

N

2
�

[
cos �

sin �

]

(8)

⎧
⎪⎨⎪⎩

sin � =
y0√
x2
0
+y2

0

cos � =
x0√
x2
0
+y2

0

(9)� = cos�

(10)S = � −
1
2
sin 2�

(11)De = c ⋅ Δp

Fig. 9   An example where image edge is within a span of one pixel

a) Three-dimensional model b) Horizontal section

Fig. 10   Step model of 2D image edge. a) Three-dimensional model. 
b) Horizontal section
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4.2 � Measured diameter of the tool

4.2.1 � Setup

A cemented carbide end mill with three cutting edges (type 
UA100-S3), shown in Fig. 13a, was employed with down 
milling in the experiment. Its nominal diameter was φ16 
mm, and its relief angle was 12°. The workpiece material 
was aluminum alloy 7075. Milling width ae = 2 mm, mill-
ing depth ap = 16 mm, milling speed vc = 350 m/min, and 
feed rate fz = 0.14 mm/z. After 30-min milling, the tool was 
moved to the measurement device. Tool rotation angle was 
positioned by the spindle positioning control command in 
machine tool SINUMERIK 840D system.

The 1D images projected along the cross Sect. 5 mm away 
from the tool end were collected. The number of sampling at 
a rotation angle was set to b = 60. The number of sampling 
k indicates the resolution of measurement. The larger the k , 
the higher the measurement accuracy.

Taking a three cutting edges end mill with a diameter of 
16 mm as a case, the relationship between the measurement 
error by the proposed method and the sampling times, k , is 
shown in Table 1. According to the data in Table 1, the curve 
is fitted as shown in Fig. 12. It can be seen that to ensure that 

(12)Dm = c ⋅ Δpmax

the measurement error is less than one pixel size, k must be 
at least greater than 12.

According to the diameter measurement principle shown 
in Fig. 4, the processes for the case are as follows:

1)	 Collection of the 1D images

At the beginning of measurement, the end mill is rotated 
to make that the flank face of a cutting edge is roughly 
align to the CCD projection edge, and this rotation angle 
is assumed 0◦.

In the case of b = 60, Δ� = 30◦(k = 12), indicating that 60 
frames of 1D images were collected every 30°. The image 
data collected were deposited in a repository that we created 
[24]. In total, 720 frames of 1D images were collected in one 
rotation, and the time consumption was 20 s.

2)	 Stitch of a 2D image

Sixty frame images in a collection form a rectangular 
image, and then 12 rectangular images are stitched together 
to form a 2D image, shown in Fig. 13b.

3)	 2 Detection of the 2D image edge

Three protrusions on the left in Fig. 13b show the three 
cutting edges, among which the more right has more wear. It 
can be seen that cutting edge E3 wears the most in the case. A 
same cutting edge turns 180◦ on the left and right of the image, 
and due to Δ� = 30◦ , it can be seen that every 6 rectangular 
images from the left to the right are a same cutting edge.

The maximum wear arises at E3, and from the left and 
right edges of E3, Dm3 is measured.

Fig. 11   The calibration coefficients

Table 1   Relationship between measurement error and sampling times

k Δ� / ° Measured diameter/μm Error/μm

8 45 15,980 20
10 36 15,988 12
12 30 15,993 7
18 20 15,997 3

Fig. 12   Relationship between sampling times and measurement error
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4)	 Wear calculation

According to Eq. (1), the tool wear can be calculated.

4.2.2 � Pixel edge of a 1D image

Taking a frame of 1D image collected at � = 60° as an exam-
ple, the edge calculation window B is determined accord-
ing to the grayscale threshold. Then, the pixel-level edge 
was positioned according to the maximum gradient in B, as 
shown in Fig. 14.

The zone of the left and right edges and the coordinate of 
the left and right edges are listed in Table 2.

4.2.3 � Segmentation of a rectangular image

The accuracy of image edge positioning will be affected by 
the image segmentation quality. To investigate the effect of 
image segmentation algorithms on edge positioning, three 

algorithms including the improved watershed algorithm, 
the maximum information entropy threshold algorithm 
[25], and the global iterative threshold algorithm [26] were 
applied to a rectangular image stitched from 60 frames of 
1D images collected at � = 60°. Corresponding to these 
three segmented images, the left pixel edges using the Sobel 
operator were marked in the rectangular image, as shown 
in Fig. 15. The red, blue, and green lines correspond to the 
pixel edges extracted from the images that are segmented by 
the improved watershed algorithm, maximum information 
entropy threshold algorithm, and global iterative threshold 
algorithm, respectively.

The coordinates of these pixel edges are listed in Table 3. 
Comparing Tables 2 and 3, it can be seen that the differ-
ence between the red line and the edge of the 1D image is 
only one pixel, while the blue line and the green line are 
quite different from the edge of the 1D image. This may 
be related to the consideration of the spatial distribution of 
the image grayscale in the improved watershed algorithm, 
thereby improving edge positioning accuracy.

Fig. 13   2D image of a cross-
section. a) A three-cutting-edge 
end mill. b) 2D image
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4.2.4 � Coarse positioning of edges in a 2D image

In this subsection, the pixel-level edge of the 2D image 
stitched from the rectangular images in one rotation is 
obtained using IW and the edge coarse positioning based on 
Sobel operator. The results are illustrated in Fig. 16, which 
is a zoom of the circle in Fig. 13b.

4.2.5 � Fine positioning of edges in a 2D image

The edge of a 2D image can be further positioned from pixel 
level to sub-pixel level. In this subsection, the positioning accu-
racies of three sub-pixel level edge positioning methods includ-
ing grayscale moment method (GM), Gaussian fitting method 
(GF), and Lagrange interpolation method (LI) were compared. 
The comparison results are shown in Fig. 17. Compared with the 

Fig. 14   Edge detection for a 1D 
image

Table 2   Pixel edge of the 1D image

Threshold 
of  
grayscale

Left Right

zl zh Zone/pixel Edge/pixel Zone/pixel Edge/pixel

10 180 (961, 1021) 992 (2893, 2948) 2925

Global iterative threshold Improved watershed

Maximum information entropy threshold

Fig. 15   The edges extracted from different segmented images

Table 3   Pixel edges of the rectangular image

Edge line Left edge/pixel Right edge/pixel

Green 982 2928
Red 991 2924
Blue 1038 2826

Fig. 16   Coarse positioning edge of the 2D image (locally zoomed)
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coarse positioning edge, the wear obtained from the fine posi-
tioning edge was more consistent with the microscope measured 
wear. Compared to GF and LI, GM can achieve the highest edge 
positioning accuracy with the least computation time.

Following the sub-pixel edge coordinate calculation shown 
in Eq. (7), the sub-pixel level edge was obtained and shown 
in Fig. 18. The maximum difference between the sub-pixel 
coordinates of the left and right edges in the 2D image is the 
number of pixels in the target zone. By multiplying the maxi-
mum difference with the calibrated pixel size, the diameter of 
the circumferential cutting edge at l = 5 mm of the end mill is 
measured, and the result is 15.93588 mm.

4.3 � Cutting edge wear

The end mills with the nominal diameters of φ10 mm, φ12 
mm, and φ16 mm were used to mill, and the sub-pixel level 
diameters of their circumferential cutting edge were meas-
ured. Since IW has the highest edge positioning accuracy 
among the coarse positioning methods, only IW is used 
before fine positioning. The results are listed in Table 4, 
where No. 1 ~ 6 represent the end mills’ number.

For comparison, a microscope was used to measure the 
cutting edge wear, and the results are shown in Fig. 19. 
The processes and time for one measurement by a skilled 
operator include the following: removing the tool handle 
from the machine tool (30 s), removing the tool from the 
tool holder (1 min), placing the tool on the microscope to 
adjust the measurement parameters (1 min), and taking 
pictures and readings (30 s). Thus, a measurement using a 
microscope consumes a total of about 3 min.

The diameter measured by the image-based method was 
applied to Eq. (1) to estimate the tool wear. The required time 
of this method for a measurement includes sampling time 
(20 s) and image processing time (10.6 s). Thus a measure-
ment using the proposed method takes a total of about 30.6 s.

The cutting edge wear measured by a microscope and by the 
image-based method is also listed in Table 4. Comparing the 
wear measured by the five methods: a microscope, the IW, the 
combination of IW, and three fine positioning (Gaussian fit-
ting (GF), Lagrange interpolation (LI), and grayscale moment 
(GM)), it can be seen that the IW coarse positioning and the 
GM fine positioning have the highest measurement accuracy.

It can be seen from Table 4 that the maximum difference 
between the measured wear by the image-based method 

Fig. 17   Comparison of the sub-
pixel edge positioning methods

Fig. 18   The sub-pixel edge for the 2D image
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and microscope was 8.08 μm, and the maximum devia-
tion was 11.3%. The results show that the proposed image 
measurement method and wear measurement model based 

on edge positioning are effective to measure the circumfer-
ential cutting edge wear in the spiral end mill.

Table 4   Measurement results No. Nominal 
diameter/mm

Edge positioning 
method

Measured 
diameter/mm

Wear/μm Microscope/um Deviation rate/%

1 10 IW 9.92640 57.87 71.49 19.05
IW + GM 9.91936 63.41 11.30
IW + LI 9.92288 60.64 15.17
IW + GF 9.93051 54.64 23.57

2 10 IW 9.94752 41.27 50.55 18.36
IW + GM 9.96484 55.30 9.39
IW + LI 9.95436 71.77 41.98
IW + GF 78.10525 78.11 54.51

3 12 IW 11.89056 86.06 78.68 9.38
IW + GM 11.89155 85.28 8.39
IW + LI 11.88493 90.49 15.00
IW + GF 11.88352 91.59 16.41

4 12 IW 11.96096 30.70 40.1 23.44
IW + GM 11.95329 36.73 8.40
IW + LI 11.96928 24.16 39.75
IW + GF 11.96554 27.10 32.42

5 16 IW 15.93856 48.31 54.94 12.06
IW + GM 15.93588 50.42 8.23
IW + LI 15.94300 44.82 18.42
IW + GF 15.93896 48.00 12.63

6 16 IW 15.94560 42.78 49.00 12.70
IW + GM 15.94053 46.76 4.57
IW + LI 15.94912 40.01 18.35
IW + GF 15.94884 40.23 17.90

Fig. 19   Tool wear measured 
with a microscope

a) No. 1             b) No. 2           c) No. 3

d) No. 4         e) No. 5              f) No. 6
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5 � Conclusions

The main contribution of this paper is to propose this novel 
wear measurement method for the cutting edges, such as the 
helical cutting edge, which have multi-dimensional features 
and is not suitable for directly adopting the flank image. 
With this method, the maximum wear can be found quickly 
and no adjustment of the shooting angle is required. To 
verify the proposed method, the experiments for measuring 
the circumferential cutting edge wear of the end mill are 
conducted. The experiment results indicate the following:

Since the watershed algorithm based on the improved 
grayscale gradient fully considers the spatial distribution of 
the image grayscale, it can effectively distinguish the target 
zone from the background, thereby eliminating the over-
segmentation problem.

Based on the coarse positioning edge, the grayscale moment 
is used for fine positioning of the edge. The wear measured 
by this positioning method is more consistent with the real 
wear than that calculated by the coarse positioning or other 
fine positioning methods.

The maximum difference between the cutting edge wear 
measured by the proposed method and the microscope is 
8.08 μm, and the maximum deviation is 11.3%. The meas-
urement using a microscope requires the tool to be disassem-
bled from the machine tool and put on the microscope. The 
installation and adjustment of the measurement process take 
about 3 min. In comparison, the proposed method can avoid 
the tool replacement error, and the whole measurement pro-
cess takes about 30.6 s, greatly improving the measurement 
efficiency.
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