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Abstract
Cyber physical system (CPS) requires modeling and virtual simulation of machining processes. Among the many physi-
cal quantities simulated by CPS, the cutting force is one of the most important quantities to be simulated. Until now, two 
fundamental challenges in achieving a functional and virtual machining process simulation system remain—the identifica-
tion of cutter workpiece engagement (CWE) along a tool path and the development of computationally efficient simulation 
algorithms. The major bottleneck is the prerequisite requirement to calculate the complex CWE area before calculating the 
instantaneous cutting force. In this research, we propose an innovative solution to this problem. Using graphics processing 
unit’s (GPU) parallel computing on the direct computation of the instantaneous cutting force (without calculating CWE), 
the cutting force computation, together with NC simulation, can reach up to 48 fps on a local PC, reaching the goal of CPS 
and digital twin simulation requirements in real time.
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1 Introduction

With the advancements in 5G technology, Internet of Things 
(IoT), cloud computing, and edge computing, various indus-
tries are moving towards Industry 4.0. Developing towards 
smart manufacturing combined with 5G technology has 
become a trend in the machine tool industry. Using 5G’s 
low latency combined with cyber physical system (CPS) 
to achieve real-time simulation and self-correction applica-
tions, smart machine tools can ride with the internet cloud 
waves to create higher added values.

CPS is a system formed by integrating the real physical 
world and the virtual digital world. Its application fields are 
also very diverse, including medical digitalization and auto-
mobile self-driving systems. In Industry 4.0, CPS is one of 
the keys to improving machine tools’ performance through 
IoT and cloud applications. In addition, as a major factor in 
smart manufacturing, CPS intends to achieve the integration 
of virtual reality and the real world by performing virtual 

process simulations and predicting/correcting the system 
behavior simulated in smart manufacturing. To fully moni-
tor and control the machining conditions, CPS needs to deal 
with multiple error sources of the machining process such as 
dynamic servo error, thermal deformation error, and cutting 
force induced chatter and vibration. Therefore, the target of 
the modeling and virtual simulation of CPS is to effectively 
predict and monitor the cutting conditions and workpiece 
accuracy to achieve the goal of smart adjustment and control 
in Industry 4.0.

In the past, the machining simulation software of most 
CAD/CAM systems was mainly based on NC codes to simu-
late whether the processed 3D geometry is the same as the 
original CAD model. For a complete CPS or digital twin 
(DT) that requires simulation of cutting force, temperature 
rise deformation, spindle tool deflection, and dynamic error 
generated by the machine during processing, the current NC 
simulation software cannot satisfy these functions and can 
only be regarded as pure “geometric simulation.” However, 
CPS requires a complete system and process simulation. 
Therefore, in order to achieve the CPS goal in Industry 4.0, 
the current NC simulation system needs to be upgraded to 
develop the next-generation machining simulation system 
that can cover the simulation of the other physical quantities.
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Among the many physical quantities simulated by CPS, 
the cutting force is one of the most important targets. The 
simulation and prediction of cutting force can prevent tool 
breakage [1] and excessive tool wear [2] and be used to 
adjust the cutting feed rate to improve production efficiency 
[3, 4]. In addition, power consumption, energy consumption, 
and tool deflection can also be estimated based on the cut-
ting force [5, 6]. This research aims to combine the mecha-
nistic cutting force model and geometric cutting simulation 
to calculate the instantaneous cutting force in real time. In 
the scope of this paper, we define “real time” as the com-
putation of cutting force being faster than the machining 
process itself. The advantage of calculating the cutting force 
in real time is that the feed rate can be dynamically adjusted 
through the controller’s “look-ahead” function when the NC 
code is read during the interpretation stage to prevent tool 
breakage or improve the cutting efficiency. Currently, the 
controller can only quickly analyze the dynamic error of the 
tool path and make timely acceleration/deceleration adjust-
ments through pre-reading the NC code, in order to reduce 
the dynamic contouring error, especially when the tool is 
contouring around sharp corners. Although the feed rate can 
be dynamically adjusted to increase the cutting efficiency 
through estimating the cutting force, and to protect the tool 
from excessive wear or breakage, most of the research in 
the past presented their cutting force estimation offline, due 
to the large amount of computation involved in the calcu-
lation of the instantaneous cutting force. However, under 
the requirements of CPS and Industry 4.0, real-time/online 
simulation and feedback are key technologies. Therefore, the 
goal of this research is to achieve real-time NC simulation 
and computation of the instantaneous cutting force.

Traditional machining simulation for the cutting force 
calculation adopts the material removal rate (MRR) model 
[7] in which cutting force is assumed to have a linear rela-
tionship with MRR. In real-world situations, however, MRR 
and the cutting force may not show a linear relationship 
through simulation calculation, and MRR cannot calculate 
the individual component of the cutting force in each axis. 
More importantly, the MRR method tends to underestimate 
the instantaneous cutting force, which has been proven in 
reference [8]. So what we need is to calculate the correct 
instantaneous cutting force in real time in the machining 
simulation. It is widely accepted in the literatures that the 
cutting force evaluation based on the mechanistic model is 
more accurate than the MRR model [7]. However, it has 
a large amount of calculation and must be integrated with 
multi-axis cutting simulation to accurately calculate the cut-
ter workpiece engaging area of   complex surfaces. Therefore 
until now, the two fundamental challenges in achieving a 
functional, virtual machining process simulation system 
remain the identification of cutter workpiece intersection 
along a tool path at discrete feed rate intervals and the 

development of computationally efficient process simula-
tion algorithms [9].

The calculation of the cutting force in real time must be 
faster than the actual cutting speed. Aside from the calcula-
tion of the cutting force being intensive, the contact area 
between the tool and the workpiece is also constantly and 
instantaneously changing due to the complex geometry of 
the workpiece and the change of the tool path in the actual 
cutting process. In Merdol and Altintas’ [9] paper, one must 
first calculate the boundary of the complete cutter work-
piece engagement (CWE) area, calculate the intersection of 
the tool edge and the CWE area (to determine whether the 
cutting edge falls within the CWE area), and then calculate 
the cutting force at the cutting edge. They used the Brent 
algorithm, a bracketing root-finding numerical method, to 
calculate the intersection point. Cutting forces at the cutter 
edge tips also need to be sorted and integrated along the cut-
ter axial direction (usually along the z-axis). In their work, it 
is assumed that CWE was already generated by the Boolean 
operation of the solid model of the workpiece and the swept 
volume of the tool during cutting. Although the result of the 
Boolean operation of the solid modeler is very accurate, the 
calculation relies on complex surface-and-surface intersec-
tions, and the computation cost is very high. Early research-
ers including Spence [10, 11] and Lazoglu [12, 13] used 
solid modeling kernels such as ACIS or Parasolid engines to 
perform the intensive Boolean computations, but this means 
the NC simulation and cutting force calculation were con-
strained by the use of expensive solid modelers. Even if, 
instead of a solid model (CSG or B-Rep), a triangular mesh 
is used to calculate CWE, the calculation time is still very 
large [14]. In their 2016 paper, Gong and Feng showed that 
the computational time for normal performance calculations 
is in the order of minutes. However, the computational time 
for high-performance calculations is in the order of hours 
due to the large number of mesh triangles and the intersec-
tion calculations involved. In Altintas’ more recent papers 
[15–17], CWE is still required before calculating the instan-
taneous cutting force. However, the calculations of CWE and 
the cutting force require intensive computer calculations, 
and the multi-axis cutting simulation must be performed 
simultaneously, which is time-consuming as well. So in pre-
vious research reports, almost all instantaneous cutting force 
computations were based on off-line calculation methods 
and could not be integrated with the machine tool controller 
for real-time cutting. Hence, it is difficult to be integrated 
into the CPS environment.

To obtain accurate CWE calculation, one must first calcu-
late the swept volume of the tool when it travels through the 
cutting path (hence, it is called cutter swept volume (CSV)). 
The removal volume (RV) is then calculated from the inter-
section of the CSV and the in-process workpiece. This pro-
cess can be obtained through the Boolean operation of a 
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solid modeler but at a very high computation cost. Finally, 
the tool surface is projected onto the RV along the cutter 
axial direction to obtain the CWE area. Figure 1 shows the 
flow chart of the entire calculation of CWE, the intersection 
of the cutting edge (flute) and the CWE, and the computa-
tion of the mechanistic cutting force component in each axis. 
The amount of computer calculation in the entire process is 
quite large, so the cutting force calculation is mainly per-
formed in an off-line manner, and cannot be performed in 
a synchronous and real-time manner on the machine tool 
during machining.

The existing methods to find CWE are discussed in the 
following literature. El-Mounayri et al. [18] proposed using 
B-Rep to model the workpiece and the Bezier curve/surface 
to model the cutter and Boolean operation to subtract the 
workpiece and calculate the CWE area in the 3D space. In 
[19], commercial software ACIS kernel was used for solid 
modeling and simulation, and the results of solid modeling 
were enhanced based on B-rep and NURBS. Bailey [20] 
calculated the surface information of the workpiece based 
on commercial CAD software; NURBS was used to repre-
sent the tool-path contours, and the CWE simulation was 
performed at each position of the CL points. Fussell [21] 
proposed the calculation of tool-path swept envelope (SWE) 
to find the intersection of the tool envelope and the Z-buffer 
elements of the workpiece. Feng [14] compared the above-
mentioned methods of CWE computation and discussed 
the problem that CSVs may be difficult to generate due to 

complex cutter envelopes and tool paths. They proposed to 
use the triangular mesh model to solve the problem, but its 
calculation is not as efficient either. For high-density trian-
gular mesh models, it takes up to hours to perform CWE 
calculations.

From the research mentioned above, it is clear that it is 
necessary to calculate the intersection area between the cut-
ter envelopes and the machined workpiece to assess CWE 
accurately. The required information includes the CAD 
model of the workpiece, the tool geometry, and the tool 
path. It requires a massive amount of computation effort to 
accurately simulate the intersections of the moving contours 
of the tool with the RV surface of the machined workpiece at 
each CL point. This lengthy process hinders the real goal of 
finding the instantaneous cutting force in real time.

Almost all previous studies have adopted the same point 
of view: The CWE area must be calculated first to calculate 
the instantaneous cutting force. However, the large amount 
of CWE calculation makes the calculation of the instanta-
neous cutting force challenging to be executed in real time, 
so a fundamental question is raised: If one wants to achieve 
real-time calculation of cutting force, is it really necessary 
to calculate the CWE area? In other words, is it possible to 
calculate the instantaneous cutting force in real-time without 
calculating CWE?

In this research, we propose an innovative solution to this 
problem. Using GPU’s parallel computing on the direct com-
putation of the instantaneous cutting force (without calculating 
CWE), the cutting force computation, together with NC simu-
lation, can reach up to 48 fps on a local PC, reaching the goal 
of CPS and digital twin simulation requirements in real time.

2  Cutting force model

Before we proceed to the proposed solution, we first review 
the mechanistic cutting force model. Cutting force simu-
lation has been an important part of virtual machining in 
recent years. As described in the “Introduction” section, 
with the complexity of workpieces and tool paths, it is 
important to be able to calculate and predict the instantane-
ous cutting force in order to prevent part damage, tool break-
age, or excessive tool wear. The cutting force will also affect 
the surface accuracy of the workpiece because of excessive 
tool wear and force-induced chatter or vibrations. Therefore, 
how to use the machining simulation system to accurately 
predict the real-time machining status of the machine and the 
machined part becomes an important research topic. In addi-
tion, by combining the machine constraints such as motor 
torque and spindle speed limits, the machining feed rate can 
be adaptively scheduled to dynamically adjust the cutting 
force in a suitable range to prevent part/tool damage and 
improve machining efficiency.

Fig. 1  The flow chart to generate cutter swept volume (CSV) and 
removal volume (RV)
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Traditionally, in setting the cutting parameters of feed 
rate and spindle speed, users will consult the cutting tool 
companies to provide the database of suggested parameters 
relative to different cutters versus workpiece materials. Once 
the suggested parameters are chosen, they are usually set at 
fixed values during the machining process. However, when 
machining complex sculptured surfaces typical in die and 
mold manufacturing, the fixed cutting parameters usually do 
not generate optimal machining results. For example, when 
the tool path contours around sharp corners, large cutter 
workpiece engagement often takes place and generates large 
cutting forces. The machine controller often reduces the feed 
rate at corners based on the evaluation of dynamic contour-
ing error or tracking error but not the cutting force. On the 
other hand, when machining along a straight tool path, the 
controller does not know if there is full immersion, hence 
will not reduce or increase the feed rate. But in the finish 
milling of dies and molds, there are many occasions that the 
cutting engagement and the cutting force are relatively small 
such that their feed rate can be increased to reduce machin-
ing time and increase productivity. However, most machine 
tool controllers today do not take advantage of that. In fact, 
without cutting force evaluation and prediction, optimal feed 
rate adjustment cannot be achieved.

Cutting force modeling requires the input variables of cut-
ting rotation angle, chip thickness, and cutting edge position. 
Taking the most frequently used ball end mill for our study, it 
is shown [22] that the instantaneous cutting force comes from 
the integration of the localized cutting force components (in 
radial, axial, and tangential directions) along the infinitesi-
mal cutting edge segments. Furthermore, cutting force is 
generated only when there is contact between the cutter and 
the workpiece. Therefore, typical in 2D and 3D milling, the 
effective cutting range of the rotation angle is defined in Eq. 
(1) between the start angle and the exit angle [23]:

The infinitesimal tangential force ( dFtj ), the axial force 
( dFrj ), and the radial force (dFaj) can be written by the cut-
ting force per infinitesimal segment as Eq. (2):

Krc,Ktc,Kac are the cutting force coefficient generated by 
the shearing force, and Kre,Kte,Kae are generated by the cut-
ter side surface rubbing the workpiece in the radial, tangen-
tial, and axial directions, respectively.

The chip thickness h of the cutter from the geometric 
position of the cutter is estimated as shown in Eq. (4). stj 
is the feed per edge segment of the cutter, �j is the cutter 

(1)�st ≤ � ≤ �ex

(2)

dFtj = Kte ∗ dS + Ktc ∗ h(�, �) ∗ db

dFrj = Kre ∗ dS + Krc ∗ h(�, �) ∗ db

dFaj = Kae ∗ dS + Kac ∗ h(�, �) ∗ db

rotation angle, and � is the axial immersion angle. � is 
deduced according to the geometric position change, which 
can be expressed as Eq. (3):

To present the cutting force in the workpiece and the 
machine coordinate systems, the radial, axial, and tangen-
tial force components can be transformed to the X, Y, and Z 
directions as shown in Eq. (5):

The infinitesimal cutting force components are then inte-
grated along the cutting edge from the bottom to the top of 
the axial depth of the cut. The resulting cutting forces are 
represented as a function of the rotation angle in the X, Y, 
and Z directions as shown in Eq. (6):

2.1  Identification of cutting force coefficient

In mechanistic models, parameters Krc,Ktc,Kac,Kre,Kte,Kae 
are known as cutting force coefficients, which are established 
through cutting tests and regression analysis. When estimat-
ing the cutting force, accurate estimations of cutting force 
coefficients are very important to avoiding tool deflection 
caused by excessive cutting force and poor machining effi-
ciency caused by too small a cutting force. The cutting force 
evaluation is related to the cutter geometry, the cutting mate-
rial, and the estimated cutting coefficients. Inaccurate cutting 
force coefficients will result in inaccurate assessments of 
the cutting force. Therefore, a reliable calibration process is 
needed for the estimation of cutting force coefficients.

In order to obtain the cutting force coefficients, it is 
necessary to conduct cutting experiments with different 

(3)� = sin
−1

(√
R0

2 − (R0 − z)2∕R0

)

(4)h
(
z,�j

)
= stj����j����

(5)
⎡⎢⎢⎣

dFx

dFy

dFz

⎤⎥⎥⎦
=

⎡⎢⎢⎣

−sin�sin� −cos� −sin�cos�

−cos�sin� sin� −cos�cos�

−cos� 0 −sin�
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⎡⎢⎢⎣

dFr

dFt

dFa
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(6)

Fx(�) =
∑Nf

j=1
Fxj[�(z)] =

∑Nf

j=1∫
z2

z1[
−dF��sin�jsin�j −dFtjcos�j −dF��sin�jcos�j

]
dz

Fy(�) =
∑Nf

j=1
Fyj[�(z)] =

∑Nf

j=1∫
z2

z1[
−dFrjcos�jsin�j −dFtjcos�j −dF��sin�jcos�j

]
dz

Fz(�) =
∑Nf

j=1
Fzj[�(z)] =

∑Nf

j=1∫
z2

z1[
−dFrjcos�j 0 −dF��sin�j

]
dz
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processing conditions. The average force method uses the 
full immersion condition to identify coefficients. In down 
milling-based full immersion milling, the start angle ( �st ) 
and the exit angle ( �ex ) of the tool are �st = 0 and �st = � , 
respectively. During machining, the cutters are subjected to 
the forces in the X, Y, and Z directions under different feed 
rate settings. According to process characteristics of full 
immersion milling, different feeds are used to measure the 
cutting forces in different directions using a dynamometer. 
The cutting force coefficients are identified through the lin-
ear regression of the measured force data. The cutting forces 
in each axis can be averaged as Fx , Fy , and Fz.

Equation (7) describes the linear relationship between the 
average cutting force and the feed. Multiple cutting experi-
ments were run to collect multiple sets of data involving 
different feeds and resulting cutting forces. Linear regression 
was then used to estimate their slopes and intercepts.

In Eq. (7), Nt is the spindle speed, b is the radial depth 
of cut, and the cutting force coefficients can be derived as 
shown in Eqs. (8)–(13):

The above calibration method for determining cutting force 
coefficients can be applied to different tool geometry and work-
piece material. Once the coefficients are determined, they can 
be plugged into Eqs. (2) to (6) to estimate the instantaneous cut-
ting force for different cutters, materials, and cutting conditions.

(7)

Fx =
NtbKrc

4
ft +

NtbKre

�

Fy =
NtbKtc

4
ft +

NtbKte

�

Fz =
−NtbKac

�
ft −

NtbKae

2

(8)Krc =
4a1x

Ntb

(9)Kre =
�a0x

Ntb

(10)Ktc =
4a1y

Ntb

(11)Kte =
�a0y

Ntb

(12)Kac = −
4a1z

Ntb

(13)Kte = −
�a0z

Ntb

3  Direct calculation of instantaneous 
cutting force

It is clear from existing literature that the mechanistic model 
of predicting cutting force is most reliable based on experi-
mental validation. However, most publications presented 
their results by conducting machining tests with full immer-
sions of cutters in end milling cases. As shown in Fig. 2, in 
real-world machining of complex workpieces such as dies 
and molds, the cutter workpiece engagement area is con-
stantly and instantaneously changing, resulting in the dif-
ficult assessment of instantaneous cutting force.

As pointed out in the “Introduction” section, the tradi-
tional way of finding the instantaneous cutting force is to 
calculate CWE first and then find the intersections of CWE 
with the cutter disc strips or the cutter edge lines. The entry 
and exit engagement angles for each cutter disc strip or each 
cutter edge line are calculated by finding the intersections. 
The instantaneous cutting forces in each direction (axial, 
radial, and tangential) are then obtained by integrating the 
incremental cutting force on each cutter workpiece contact 
point within the CWE boundaries and along the cutter axial 
direction based on Eq. (6). The drawback of this traditional 
method is that CWE must be accurately calculated before the 
cutting force can be calculated. The cost of CWE calculation 
is also too high for the calculation of instantaneous cutting 
forces to be realized in real time during machining.

In this paper, a new approach is proposed to calculate the 
instantaneous cutting force without CWE calculation. The 
proposed process flow chart is shown in Fig. 3. Unlike earlier 
approaches to either represent the cutter and the workpiece 
by B-Rep or CSG models (and then calculate CWE using 
expensive Boolean operations) or entirely by triangulated 
meshes [14], we use analytical models to represent the cutter 
(to obtain high accuracy) and triangulated mesh to represent 

Fig. 2  Cutter workpiece engagement area changes as the tool moves 
along the tool path [24]
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the workpiece (which is a common practice as most CAM 
systems today convert B-Rep or CSG models into triangular 
meshes for tool-path generation). Dexel method is used to 
perform multi-axis NC simulation [25, 26] in which updated 
machining surface (RV) is generated at every instance a cut-
ter location (CL) point is fed from the tool path (the NC 
code). The CL point can be considered the origin of the 
cutter and be used to calculate the cutter contact (CC) point 
based on different cutter types and parameters. The basic 
idea is to check if the CC point is coincident with the RV 
surface. If the answer is yes, then there is contact, and the 
instantaneous cutting force needs to be calculated for this 
contact point (Figs. 4 and 5).

Let us use the ball end mill as an example. According to 
[22], a cutter edge point can be represented as Eq. (14) with 
respect to the CL point of the cutter:

Since the CL point moves along the tool path relative to the 
workpiece coordinate system (or the world coordinate system 
if we assume they coincide with each other), we can represent 
the cutter edge point as Eq. (15) with respect to the world 
coorsdinate system.

In order to determine if this cutter edge point is a CC point, 
Eq. (15) can be replaced by a vector or a ray to intersect the RV 
surface. If the intersection calculation returns with a distance 
equal to the cutter ball radius, then it is a CC point, and the 
instantaneous cutting force needs to be calculated based on Eq. 
(6). To calculate the intersection point on the triangular mesh, 
given a considered triangle with three verticesP1,P2, andP3 , 
the normal vector of the triangle is

The plane equation of the triangle can be represented as in 
Eq. (17), given d = n ∙ P1:

Now, we replace Eq. (15) with a ray as in Eq. (18). The 
distance of projection t can be obtained in Eq. (19):

(14)rd(z�) =
[
r(z)sin� r(z)cos� z − R

]T

(15)P = r0 + trd

(16)n =

�
P2 − P1

�
×
�
P3 − P1

�

‖�P2 − P1

�
×
�
P3 − P1

�‖

(17)n ∙ P − d = 0

(18)P = r0 + t
rd

‖rd‖

(19)t =(d−n∙r0) ∕�
n∙

rd

‖rd‖
�

Fig. 3  The process methodology of instantaneous cutting force com-
putation

Fig. 4  The calculation of the contact point between the ball end mill 
and the workpiece

Fig. 5  The schematic of calculating the contact point between the 
cutter and the workpiece using ray casting
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t is the distance from the CL point to the RV surface. If this 
distance satisfies Eq. (20) and the intersection point falls 
inside the triangle, it is accepted as the CC point between 
the cutter and the workpiece.

Based on Eq. (19), the cutter contact point with the 
machined surface can be identified and calculated without 
the calculation of CWE. At each instance of a CL point, we 
can search through the cutter contact (CC) space as a func-
tion of the axial depth of cut (or the z height in the cutter 
coordinate system) and the cutter rotation angle �. The dis-
cretization of the CC space is shown as a two-dimensional 
grid (see Figs. 6 and 7). The intersection detection process 
from Eqs. to is carried out for each grid point. If identified 
as a CC point, the localized instantaneous cutting force will 
then be calculated based on Eq. (3). Otherwise, it will be set 
to zero because of no contact. After the localized instantane-
ous cutting forces of all the grid points are calculated, they 

(20)||t| − R| < � = 𝛿(tolerance)

are integrated along the cutter axial direction (the z-axis). 
The result is the instantaneous cutting force as a function 
of the cutter rotation angle ϕ. This process helps us cal-
culate the instantaneous cutting force directly, without the 
prerequisite of finding CWE first. The CWE area can also 
be easily identified if the discretization of the CC space is 
dense enough, as shown in Figs. 6 and 7, although that is no 
longer our goal.

To accurately estimate the cutting force, the discretiza-
tion of the CC space needs to be sufficiently dense, par-
ticularly in the cutter axial direction. Numerical integration 
schemes such as Simpson’s rules or Romberg integration 
algorithm can be employed to increase the accuracy with 
finite segmentations. In the rotation angle dimension, the 
angles should be dense enough to reconstruct the harmonic 
pattern of the cutting force. The more dense the grid points 
are, the higher the computation cost of the complex cut-
ting force will be. However, since the computation of the 
localized cutting force on each grid is independent, they can 

Fig. 6  Using ray casting to find cutter contact points to calculate 
instantaneous cutting force

Fig. 7  CC space with cutter contact points showing instantaneous cutting force values

Fig. 8  Simulating the instantaneous cutting force of a single-edged 
tool
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theoretically be computed simultaneously. This characteris-
tic lends itself to the possibility of using parallel computing 
to reduce the total computation time. In this work, since we 
use OpenGL4.3 to speed up the machining simulation by 
using GPU shaders, it is natural and straightforward for us 
to adopt Compute Shaders in OpenGL to deploy the paral-
lel computation scheme. Ideally, every localized instantane-
ous cutting force calculation is considered a single thread in 
execution using the Compute Shaders. This tremendously 
speeds up the computation of the total cutting force.

By combining the proposed method with parallel comput-
ing using GPU, we can compute the instantaneous cutting 
force with instantly changing machined surface in real time, 
such as the cases shown in Figs. 8 and 9. In the next section, 
we will describe the experiments and the simulations used 
to verify the effectiveness of the proposed method.

4  Simulation results and experimental 
validations

Based on the proposed method described in the previous 
section, instantaneous cutting force at any given cutting 
instant can be calculated and simulated given a known work-
piece, a cutter type, cutter parameters, and a machining CL 
file, which needs to be verified by experiments. In this sec-
tion, we describe the experimental validation process and 
its results. Although the proposed method can be applied to 
various cutters, including flat end mill, ball end mill, and fil-
let end mill, and to roughing or finish milling conditions, we 
use the ball end mill and the finish milling condition in this 
work because of their general representation characteristics.

First of all, the calibration of the cutting coefficients 
needs to be established. A 3-mm-diameter ball end mill 

Fig. 9  Simulating the instantaneous cutting force of double-edge tool

Fig. 10  The schematic of the experimental set up

Fig. 11  A linear regression graph showing the average X, Y, and Z 
directional cutting forces

Fig. 12  The comparison between the cutting force simulations and 
experiments
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made of high-speed carbide is used to machine a material 
raw block made of aluminum Al-6061. For the calibration of 
cutting coefficients using Eq. (7), full immersion of cutter is 
adopted to use the mechanistic cutting force model directly. 
We use a vertical machining center (Tong-Tai VC 608) and 
a Kistler 9257B force dynamometer to measure the cutting 
force (see Fig. 10). Four different feed rates are designed 
to obtain the linear relationship chart between the feed rate 
and the cutting force, as shown in Table 1. The workpiece 
dimensions are 50*60*38 mm.

By running a straight G1 tool path at four different feed 
rates, we measure the average cutting forces in Eq. (7). Lin-
ear regression is applied to the data to find the slope and the 
intercept for each force component Fx, Fy, and Fz, as shown 
in Fig. 11. Table 2 shows the calibrated cutting force coeffi-
cients using Eqs. to. After the cutting coefficients are found, 
they can be plugged into the cutting force model of Eq. (6) 
and used to simulate the cutting force. To verify the cutting 
force model, the simulated cutting force is plotted against 
the measured cutting force, as shown in Fig. 12.

To verify the proposed instantaneous cutting force cal-
culation method, a spider-shape die geometry (see Figs. 13 
and 14) is used to evaluate the simulated cutting force 
against the measured cutting force. Due to the geometry 
variation along the tool paths, the instantaneous cutting force 
changes from CL point to CL point. Our goal is to evaluate 
the proposed method’s validity and efficiency since it does 
not calculate CWE. The material is still Al-6061, and the 
cutter is still a 3-mm-diameter ball end mill. The maximum 
axial depth of cut is 1.5 mm.

Our experiment compares the simulated cutting forces 
with the measured data from the dynamometer in the three 

axial directions (see Fig. 15). From the comparison, it can 
be seen that the wave pattern and the cutting force amplitude 
of the entire tool path and the cutting force are successfully 
predicted. In processing complex sculptured surfaces, the 
cutter workpiece engagement (CWE) area changes instan-
taneously, and the instantaneous cutting force changes are 
more difficult to predict.

Figure 15 shows the comparisons of the cutting simulations 
and the experiments for a more complicated path segment of 
the case. From the comparisons in the three axial directions, 
it is clear that the simulation can capture the complex cutting 
force variations from the variation of the tool path and the 
machined surface. The acquisition frequency set by the meas-
uring instrument is 6400 Hz, and the sampling rate is one point 
per 0.533 degrees of rotation. Since in this study, both the feed 
rate (50 mm/min) and the rotation speed (2000 rpm) are rela-
tively low to reduce dynamic errors, the much higher acquisi-
tion frequency (6400 Hz) is, in fact, an overkill. The sampling 
rate set in the simulation shown in Fig. 15 is 600 Hz, and the 
sampling rate is one point per 10 degrees. From the results in 
the figure, even at a 1/10 sampling rate, the simulation in this 
study can still simulate the subtle cutting force changes at such 
sampling rate, reducing the waste of computer memory and 
saving the computation time (Fig. 16).

The current case study uses an Intel Core i5-6400 CPU 
and uses C + + combined with OpenGL Compute Shader 
to perform the calculations on a Windows PC. Its graphics 

Table 1  The cutting conditions for the experiments

Cutting condition Test

1 2 3 4

Spindle speed
[rpm]

2000 2000 2000 2000

Feed rate
[mm/min]

30 40 50 60

Feed Per tooth [mm/tooth] 0.075 0.01 0.0125 0.015
Axial depth of cut [mm] 1.5 1.5 1.5 1.5
Radial depth of cut [mm] 3 3 3 3

Table 2  The values of the 
linear regression cutting force 
coefficients for the workpiece 
material Al-6061

Values ( N∕mm2

)
Values 
( N∕mm)

K
tc

-2456.5 K
te

-5.2411

K
rc

-1316.6 K
re

-3.189
K

ac
-751.45 K

ae
-2.7775

Fig. 13  The simulated tool path of the machining model

Fig. 14  An illustration of the real geometry
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card is an NVIDIA GeForce GTX 950, and its execution 
efficiency FPS is 12. In order to test the better execution 
efficiency of Compute Shader, another computer with an 
Intel Core i7-9700KF CPU and an NVIDIA GeForce RTX 
2060 graphics card is also used. Its execution efficiency 
reaches 48 FPS. This means that if we sample and calculate 
the cutting force at every interval of 1 mm, we will be able to 
calculate the instantaneous cutting force up to the feed rate 

of 2,880 mm/min in real time. This validates the potential 
to use our proposed method for evaluating the instantaneous 
cutting force in real time to serve as an important digital 
twin function in CPS.

5  Conclusion

CPS requires modeling and virtual simulation of machin-
ing processes. Among the many physical quantities simu-
lated by CPS, cutting force is perhaps the most important 
one to be simulated. This research aims to combine the 
mechanistic cutting force model and geometric cutting 
simulation to calculate the instantaneous cutting force in 
real time. Most of the researches in the past presented their 
cutting force estimation offline due to the large amount of 
computation involved in the calculation of the instantane-
ous cutting force. The major bottleneck is the prerequisite 
requirement to calculate the complex CWE area before cal-
culating the instantaneous cutting force. In this research, 
we propose an innovative solution to this problem. Using 
GPU’s parallel computing on the direct computation of the 
instantaneous cutting force (without calculating CWE), the 
cutting force computation, together with NC simulation, 
can reach up to 48 fps on a local PC, reaching the goal of 
CPS and digital twin simulation requirements in real time.

Unlike earlier approaches to either represent the cut-
ter and the workpiece by B-Rep or CSG models and then 

Fig. 15  Comparison the complex tool path of cutting force simula-
tions and experiments. (a) The measured force in the X direction. (b) 
The simulated force in the X direction. (c) The measured force in the 

Y direction. (d) The simulated force in the Y direction. (e) The meas-
ured force in the Z direction. (f) The simulated force in the Z direction

Fig. 16  A graphical illustration of the simulation program
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calculate CWE using expensive Boolean operations, we 
use analytical models to represent the cutter and triangu-
lated mesh to represent the workpiece. Dexel method is 
used to perform multi-axis NC simulation in which the 
updated machining surface is generated at every CL point 
along the tool path. Instead of calculating CWE and then 
finding the intersections of cutting edge with CWE, we 
use the ray casting method to directly project the cutting 
edge point to the updated machined surface and then cal-
culate the instantaneous cutting force. At each instance of 
a CL point, we can search through the CC space as a func-
tion of the axial depth of cut and the cutter rotation angle. 
The discretization of the CC space is a two-dimensional 
grid that lends itself naturally to using parallel comput-
ing to reduce the total computation time. In this work, we 
adopt Compute Shaders in OpenGL to deploy the paral-
lel computation scheme. This tremendously speeds up the 
computation of the total cutting force. In our future work, 
the proposed system will be integrated with a PC-based 
controller in which the look-ahead function will use the 
cutting force prediction to dynamically adjust the feed rate 
to increase production efficiency. Feed rate optimization 
can also be carried out to balance the dynamic contouring 
error (usually resulting in the reduction of feed rate) and 
the milling efficiency.

Author contribution All authors contribute equally to the theoretical 
development and experimental design and implementation of this work.

Funding The authors express their thanks to the Ministry of Science 
and Technology of Taiwan for the funding support (Grant number 
[MOST 110–2221-E-194–038]).

Availability of data and material Data and material can be available 
upon request.

Code availability Code can be available upon request.

Declarations 

Ethics approval The authors declare that the content of this work is 
original and there is no conduct of violating the principle of ethics in 
this work.

Consent to participate The authors were granted and approved to par-
ticipate in this work.

Consent for publication The authors give full consent to the publisher 
for the publication of this work.

Conflict of interest The authors declare no competing interests.

References

 1. Altintas Y (1992) Prediction of cutting forces and tool breakage 
in milling from feed drive current measurements. J Eng Sci Med 
Diagn Ther 114(4):386–392

 2. Albertelli P, Goletti M, Torta M, Salehi M, Monno M (2015) 
Model-based broadband estimation of cutting forces and tool 
vibration in milling through in-process indirect multiple-sensors 
measurements. Int J Adv Manuf Syst 82(5–8):779–796

 3. Ferry WB, Altintas Y (2008) Virtual Five-Axis Flank Milling 
of Jet Engine Impellers—Part II: Feed Rate Optimization of 
Five-Axis Flank Milling. J Manuf Sci Eng 130(1)

 4. Altintas Y, Yang J, Kilic ZM (2019) Virtual prediction and con-
straint of contour errors induced by cutting force disturbances 
on multi-axis CNC machine tools. CIRP Ann 68(1):377–380

 5. Salehi M, Albertelli P, Goletti M, Ripamonti F, Tomasini G, 
Monno M (2015) Indirect model based estimation of cutting 
force and tool tip vibrational behavior in milling machines by 
sensor fusion. Procedia CIRP 33:239–244

 6. Matsumura T, Tamura S (2017) Cutting force model in milling 
with cutter runout. Procedia CIRP 58:566–571

 7. Merdol SD, Altintas Y (2008) Virtual simulation and optimiza-
tion of milling applications—Part II: Optimization and Feedrate 
Scheduling. J Manuf Sci Eng 130(5)

 8. Erdim H, Lazoglu I, Ozturk B (2006) Feedrate scheduling 
strategies for free-form surfaces. Int J Mach Tools Manuf 
46(7–8):747–757

 9. Merdol SD, Altintas Y (2008) Virtual simulation and optimi-
zation of milling applications—Part I: Process Simulation. J 
Manuf Sci Eng 130(5)

 10. Spence A, Altintas Y (1994) A solid modeller based milling 
process simulation and planning system

 11. Mounayri HE, Spence AD, Elbestawi MA (1998) Milling pro-
cess simulation—a generic solid modeller based paradigm. 
ASME J Manuf Sci Eng

 12. Boz Y, Erdim H, Lazoglu I (2010) Modeling cutting forces for 
5-axis machining of sculptured surfaces. In 2nd International 
Conference Process Machine Interactions 1

 13. Guzel BU, Lazoglu I (2004) Increasing productivity in sculp-
ture surface machining via off-line piecewise variable feedrate 
scheduling based on the force system model. Int J Mach Tools 
Manuf 44(1):21–28

 14. Gong X, Feng H-Y (2016) Cutter-workpiece engagement deter-
mination for general milling using triangle mesh modeling. J 
Comput Des Eng 3(2):151–160

 15. Comak A, Altintas Y (2017) Mechanics of turn-milling opera-
tions. Int J Mach Tools Manuf 121:2–9

 16. Habibi M,Tuysuz O, Altintas Y (2019) Modification of tool 
orientation and position to compensate tool and part deflections 
in five-axis ball end milling operations. J Manuf Sci Eng Trans 
141(3)

 17. Habibi M, Kilic ZM, Altintas Y (2021) Minimizing flute engage-
ment to adjust tool orientation for reducing surface errors in five-
xis ball end milling operations. J Manuf Sci Eng 143(2)

 18. El-Mounayri H, Elbestawi M, Spence A, Bedi S (1997) General 
geometric modelling approach for machining process simulation. 
Int J Adv Manuf Syst 13(4):237–247

 19. Imani B, Sadeghi M, Elbestawi M (1998) An improved process 
simulation system for ball-end milling of sculptured surfaces. Int 
J Mach Tools Manuf 38(9):1089–1107

6977The International Journal of Advanced Manufacturing Technology (2022) 119:6967–6978



1 3

 20. Bailey T, Elbestawi MA, El-Wardany TI, Fitzpatrick P (2002) 
Generic simulation approach for multi-axis machining, Part 1: 
Modeling Methodology. J Manuf Sci Eng 124(3):624–633

 21. Fussell BK, Jerard RB, Hemmett JG (2003) Modeling of cut-
ting geometry and forces for 5-axis sculptured surface machining. 
Comput Aided Des 35(4):333–346

 22. Engin S, Altintas Y (2001) Mechanics and dynamics of general 
milling cutters. Part1: helical end mills. Int J Mach

 23. Moufki A, Dudzinski D, Le Coz G (2015) Prediction of cutting 
forces from an analytical model of oblique cutting, application to 
peripheral milling of Ti-6Al-4V alloy. The International Journal 
of Advanced Manufacturing Technology 81(1–4):615–626

 24. Habibi M, Kilic ZM, Altintas Y (2021) Minimizing flute 
engagement to adjust tool orientation for reducing surface 

errors in five-axis ball end milling operations. J Manuf Sci Eng 
Trans 143(2):021009

 25. Tukora B, Szalay T (2012) Multi-dexel based material removal 
simulation and cutting force prediction with the use of general-
purpose graphics processing units. Adv Eng Softw 43(1):65–70

 26. Inui M, Kobayashi M, Umezu N (2018) Cutter engagement feature 
extraction using triple-dexel representation workpiece model and 
GPU parallel processing function. Computer-Aided Design and 
Applications 16(1):89–102

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

6978 The International Journal of Advanced Manufacturing Technology (2022) 119:6967–6978


	Direct computation of instantaneous cutting force in real-time multi-axis NC simulation
	Abstract
	1 Introduction
	2 Cutting force model
	2.1 Identification of cutting force coefficient

	3 Direct calculation of instantaneous cutting force
	4 Simulation results and experimental validations
	5 Conclusion
	References


