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Abstract
The excellent mechanical and physical properties of Ti6Al4V titanium alloy make it a good candidate material for a broad 
range of applications, with special relevance for the aerospace industry. As a difficult-to-cut alloy, it represents a great 
challenge to improve its machinability and surface integrity while simultaneously avoiding the high time consuming and 
cost of the experiments. Modelling and simulation of the machining process offer a cost-effective method to investigate 
the machining process. In this work, an orthogonal cutting model of Ti-6Al-4 V alloy was developed and used to simu-
late the major cutting outcomes, including: forces, temperature distribution, chip geometry, chip compression ratio and 
residual stresses in the machined surface and subsurface. This cutting model includes a constitutive model accounting for 
the state of stress and the strain-rate effects on the mechanical behaviour (plasticity and damage) of Ti-6Al-4 V alloy in 
metal cutting. In addition, Zorev contact model is used to simulate the contact stresses at both tool-chip and tool-workpiece 
interfaces. The proposed cutting model could predict relatively well the major cutting outcomes for seven cutting condi-
tions. The difference between simulated and experimental cutting forces is less than 14%, but the predicted thrust force is 
underestimated about 53% in maximum. The difference between simulated and measured maximum compressive residual 
stresses in cutting and transversal directions can reach in average about 17% and 36%, respectively. The maximum differ-
ence between predicted and measured thicknesses of the layer affected by residual stresses is less than 19%. This study 
highlights several critical points affecting the thrust force and the residual stress predictions, which should be considered 
in future developments of cutting models.

Keywords Metal cutting · Simulation · Ti-6Al-4 V · Constitutive model

1 Introduction

More than 100 titanium alloys are known, although only 
about 20 to 30 have reached commercial applications [1]. 
The traditional Ti-6Al-4 V titanium alloy is the most used, 
covering about 50% of the existing applications [1]. Ti-
6Al-4 V titanium alloy is a α-β alloy that contains both α and 
β stabilisers, and a microstructure combining α (hcp) and β 
(bcc) phases. This alloy can be heat treated to increase its 
strength (tensile strength of 1035 MPa after solution treat-
ment and aging), especially for high temperature (between 
350 °C and 400 °C) applications [1]. This alloy is used 
in several applications, including aerospace, due to their 

excellent mechanical properties, such as high strength/
weight ratio and high creep and corrosion resistances.

The key challenges faced in the aerospace sector were to 
improve process efficiency and cost without reducing the 
functional performance and life of workpiece (corrosion 
resistance, fatigue lifespan, etc.), which is controlled by the 
surface integrity. Thus, in order to tackle these challenges, 
the cutting conditions should be optimized, including cutting 
tool geometry/material, cutting regime parameters, metal 
working fluid and so on.

Machinability and surface integrity of titanium alloys 
have been investigated by many researchers using both 
experimental and modelling methods, and several reviews 
have been published [2–6]. The high strength (high cutting 
forces), high chemical reactivity (high adhesion to the cut-
ting tool) and low thermal conductivity (high local tempera-
tures at the tool-chip interface) of these alloys are the main 
factors responsible for its low machinability [7]. In addition, 
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its low Young modulus (about 110 GPa) induces greater 
material springback of the machined surface, just behind 
the cutting edge, which increases tool flank wear and chatter, 
thus reducing the machinability [7].

The factors mentioned above are also affecting the sur-
face integrity of machined Ti-6Al-4 V parts. Jawahir et al. 
[8] presented a comprehensive review on the experimental 
and modelling investigations on surface integrity induced 
by machining operations and its impact in the functional 
performance and life of components. They conducted an 
experimental round robin study to find correlations between 
the cutting conditions of several machining operations, the 
obtained surface integrity parameters (residual stresses, 
hardness, surface roughness), and the impact on the func-
tional performance (in this case the wear resistance) of AISI 
52,100 steel. Similar experimental study was performed by 
Denguir et al. [9] on the influence of several cutting param-
eters on the surface integrity (residual stresses, microstruc-
ture, plastic deformation and hardness), and electrochemical 
behaviour of machined OFHC Copper. As far as the surface 
integrity generated by machining of Ti-6Al-4 V titanium 
alloy is concerned, many experimental studies on the influ-
ence of the cutting conditions on this surface integrity can 
be found in the literature. Wang et al. [10] pointed out that 
the evolution of grain size and hardness of machined surface 
was dependent on the cutting speeds. During the end milling 
of Ti-6Al-4 V alloy, the milled surfaces characterized by 
surface roughness, residual stress, microstructure and micro-
hardness were highly influenced by the feed, radial depth of 
cut and cutting speed [11]. Similarly, Holmberg et al. [12] 
and Pan et al. [13] investigated the effects of cutting speed, 
feed, tool rake angle and depth of cut on the surface rough-
ness and residual stress in turning of Ti-6Al-4 V alloy. In 
order to improve the machinability and surface integrity, 
cooling/lubricant strategies, optimized cutting parameters 
and specially designed tool geometry/material were applied. 
Rotella and Umbrello [14] showed that high cutting speeds 
combined with cryogenic cooling with liquid nitrogen  (LN2) 
generated smaller grain size and higher hardness on the 
machined surface. Hong et al. [15, 16] achieved a decrease 
of cutting temperature, thus an increase of tool life in turn-
ing of Ti-6Al-4 V alloy using cryogenic cooling with  LN2. 
Ayed et al. [17] also obtained better tool life and an increase 
of compressive residual stress at the machined surface using 
high flow rate and high pressure of  LN2 compared to dry cut-
ting and conventional MWF (oil–water mixture). Moreover, 
Jamil et al. [18] obtained the lowest value of the surface 
roughness in milling of Ti-6Al-4 V alloy under  CO2-snow 
cooling conditions, compared to conventional MWF and 
minimum quantity of lubricant (MQL).

The experimental studies presented above on the influence 
of cutting conditions on the surface integrity and their conse-
quences on the functional performance and life of components 

are quite relevant, but very time and resource consuming. 
Therefore, analytical models and numerical simulation 
are used to predict machinability and the surface integrity. 
Recently, artificial neural network (ANN), non-linear regres-
sion analysis and other artificial intelligence algorithms are 
increasing used to predict machining outcomes, such as the 
forces, temperatures and tool wear [19, 20]. The effectiveness 
of the numerical models to predict the machining outcomes 
depends on several factors. Outeiro et al. [21] presented the 
results of a benchmark study on the effectiveness of current 
numerical models for surface integrity prediction in metal 
cutting processes of several work materials, including the Ti-
6AL-4 V titanium alloy. They observed a high variability in 
the simulated results obtained by several participants of this 
benchmark study and an important deviation in relation to 
the experimental data. To justify these results, they discussed 
several factors affecting the precision of the predicted results, 
which is related to the quality of the input data used in these 
simulations, including the material constitutive and contact 
models.

The contact model in metal cutting allows to describe 
the relationship between tangential and normal stresses at 
the tool-workpiece/chip interfaces. The contact along the 
tool-chip interface is often divided into two regions: plastic 
(near the tool cutting edge) and elastic (near the separation 
of the chip from the tool rake face). This is the case of the 
contact model of Zorev [22], often used in the metal cut-
ting simulations, and of Dirikolu et al. [23]. These models 
require the determination of the friction coefficients under 
the same contact condition as those observed in metal cut-
ting process. Courbon et al. [24] determined the fiction coef-
ficient between the Ti-6Al-4 V alloy and uncoated cemented 
carbide tools using a specially developed tribometre able to 
reproduce such contact conditions. In addition to the contact 
model, the selection of an appropriate model to reproduce 
the mechanical behaviour of the work material in metal cut-
ting is also of primordial importance. These models can 
be classified into phenomenological, physical-based or the 
combination of both [25].

Chen et al. [26] and Zang et al. [27] used the phenom-
enological Johnson–Cook (J-C) constitutive model to study 
the effects of cutting conditions on the residual stress and 
chip geometry in orthogonal cutting of Ti-6Al-4 V alloy. To 
account for the flow softening effect due to the coupling con-
dition of strain and temperature, the strain hardening term 
of J–C model was modified by integrating a Gaussian-like 
temperature dependent factor [28] or a hyperbolic-tangent 
(tanh) term [29]. The TANH model was also modified by 
several researchers to simulate the machining process [14] 
[30] [31]. Ducobu et al. [32] compared the influence of 
these constitutive models on the simulated results and dem-
onstrated that both the material constitutive model and the 
chip separation criterion influenced cutting forces and chip 
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geometries. Instead of using the finite element method (FEM) 
method, Röthlin et al. [33] used smoothed particle hydrody-
namics (SPH) method coupled with TANH model to simulate 
the orthogonal cutting of Ti-6Al-4 V alloy. Using the SPH 
method implemented in a graphics processing unit (GPU), 
they simulated the serrated chip formation typical of machin-
ing Ti-6Al-4 V alloy with a significative reduced compu-
tation time, compared to the same method implemented in 
a CPU. However, the thrust force is still largely underesti-
mated. The underestimation of thrust force is often observed 
in metal cutting simulation, and it is not only inherent to 
meshless methods but also occurring when using also FEM 
method, as reported in many studies [14, 34].

Regarding the effect of the microstructural evolution 
in the mechanical behaviour, a physically-based constitu-
tive model proposed by Fernandez-Zelaia et al. [35] was 
developed to describe the strengthening (e.g. dislocation 
interaction) and softening (e.g. dynamic recrystallization) 
of Ti-6Al-4 V. Although this model can better describe the 
mechanical behaviour in metal cutting compared to other 
phenomenological model such as J-C, it has limited use in 
metal cutting simulation due to the complexity and rela-
tively numerous coefficients. Yameogo et al. [36] developed 
a hybrid constitutive model in the simulation of orthogonal 
cutting of Ti-6Al-4 V, which uses Johnson–Mehl–Avrami-
Kolmogorov (JMAK) and J-C damage model to better simu-
late chip morphology when compared to the experimental 
chip morphology. Xu et al. [37] developed a multiscale 
simulation employing the TANH constitutive model, J-C 
damage model and JMAK model to investigate the grain 
refinement induced by DRX in high speed machining (HSM) 
of Ti-6Al-4 V titanium alloy. The microstructure evolution 
at mesoscopic level has been well predicted, and a more 
accurate model considering the effect of twinning and phase 
transformation was expected to be developed.

Since metal cutting is the plastic deformation of the work 
material until its separation from the workpiece to form the 
chip, the strain at fracture is an important property that 
should be considered, Unfortunately, this is not the case of 
most of the models mentioned above. Wang and Liu [38] 
modified J–C model to simulate the HSM of Ti-6Al-4 V 
alloy, and proved that the stress triaxiality played a vital role 
in serrated chip formation. Cheng et al. [39] also demon-
strated the importance of the stress triaxiality and the Lode 
parameter in the improvement of constitutive model accu-
racy for predicting the mechanical behaviour of Ti-6Al-4 V 
alloy in metal cutting. It should be noted that the thermal 
softening term was not included in this model for two main 
reasons [39]. First, the mechanical tests at high strain rates 
already included the temperature effect. Second, the tem-
perature in the first deformation zone (FDZ) hardly exceeds 
200 °C due to mass transportation (i.e. heat advection) by 
the moving chip. Later, Xu et al. [40] extended the model 

from Cheng et al. [39] and used the CEL approach to suc-
cessfully simulate HSM of Ti-6Al-4 V alloy.

In this paper, an orthogonal cutting model of Ti-6Al-4 V 
alloy was developed and used to predict both cutting and 
thrust forces, chip geometry, chip compression ratio, tem-
perature distribution in the cutting zone and residual stresses 
distributions in the machined surface and subsurface. The 
proposed orthogonal cutting model includes a constitutive 
model of the Ti-6Al-4 V alloy proposed by the authors in a 
previous publication [39]. This constitutive model includes 
the most relevant parameters affecting the mechanical 
behaviour (plasticity and damage) of Ti-6Al-4 V alloy in 
metal cutting (i.e. the state of stress and the strain-rate). It is 
worth to point out that the effect of state of stress (SoT) in 
the material plasticity and damage of Ti-6Al-4 V is almost 
not used in metal cutting simulation of this alloy (except the 
work of Xu et al. [40]), although it can significantly improve 
the mechanical response of the work material in cutting.

To evaluate the accuracy of the orthogonal cutting model 
including the proposed constitutive model considering the 
effect of the SoT, the predicted results using this model are 
compared with the experimental results (forces, chip geom-
etry, chip compression ratio and residual stress distributions 
in function of the depth beneath the surface). To evaluate the 
effect of the SoT in the predicted results, the cutting force 
and chip geometry obtained by this cutting model are also 
compared with those obtained by a cutting model including 
the same constitutive model but neglecting the effect of the 
SoT, and those obtained by a cutting model including the 
J-C constitutive model.

A wide range of cutting conditions are used by varying 
several parameters (cutting speed, edge radius, rake angle, 
uncut chip thickness), thus a wide range of SoT in cutting of 
Ti-6Al-4 V alloy are generated and used to verify the accu-
racy of the developed orthogonal cutting model including 
the proposed constitutive model considering the effect of 
the SoT, to predict the major machining outcomes. It is also 
worth to point out that for most of the simulations shown 
in the literature this comparison is made only for a restrict 
number of cutting conditions

2  Experimental setup and cutting 
conditions

Ti-6Al-4 V titanium alloy used in this study is composed 
by two-phase structure (α + β). The good balance between 
α and β phases makes it achieve high strength level without 
losing ductility [1]. Table 1 shows the chemical composi-
tion (weight percentage) of this alloy, obtained by rolling 
and annealing. Almost 90% of this alloy is composed by 
titanium, followed by 6% of aluminium, 4% of vanadium, 
0.3% (max) of iron and 0.2% (max) of oxygen. The average 
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microhardness and grain size of this alloy are 330 ± 18 HV 
and 15.5 ± 1.8 µm, respectively.

Orthogonal cutting tests were performed over rectan-
gular specimens (40 mm (sample/cutting length) × 20 mm 
(sample height) × 4 mm (sample width)) in Ti6Al4V alloy 
(Fig. 1) using uncoated cemented carbide (WC–Co) cutting 
tools. Tool geometry in the tool-in-hand system according 
to the ISO standard 3002:1982 was measured carefully using 
optical 3D measurement system, Alicona model InfiniteFo-
cusSL. Each insert was placed in the holder to measure the 
tool rake, γn, tool clearance, αn and cutting edge radius, rn. 
These geometrical parameters were measured several times 
along each cutting edge, followed by the calculation of the 
average and standard deviation for each edge. Only the cut-
ting edges having a geometry within a narrow range were 
used in the machining tests. The results of these measure-
ments are shown in Table 2 together with the corresponding 
values of the cutting regime parameters (cutting speed Vc, 
uncut chip thickness h and width of cut w). All the tests were 
conducted under dry cutting conditions.

Orthogonal cutting tests in planning configuration are per-
formed in a 3 axis CNC milling machine from DMG model 
DMC85V, as shown in Fig. 2. The tool was clamped in a 
square supporter which is fixed on the machine head. This 
milling machine has a linear motor to allow the linear speed to 

reach up to 120 m/min and acceleration can reach 20 m/s2. A 
gradual acceleration has been performed by a speed loop-back 
command to reach the specified cutting speed in some mil-
limetres before interaction between tool and workpiece. Each 
test was performed using a new cutting edge to eliminate the 
tool wear effect.

Cutting force Fc and thrust force FT were measured by a 
piezoelectric dynamometer from Kistler, model 9119AA2, 
together with a charge amplifier Kistler, model 5019B.

During the orthogonal cutting tests, the chips were collected 
for further analysis. Chip’s samples were prepared for met-
allographic analysis according to the standard ASTM E3-11 
[41]. They were fixed into cylindrical resin sample holders 
under high temperature and pressure. Meanwhile, the chip 
was placed perpendicular to the base of the resin specimen, 
so the cross section of the chip could represent well the chip 
geometry. Then, this base was mirror polished. Finally, the 
polished samples were placed under the optical microscope 
to investigate the chip geometry. Three parameters were used 
to characterize its geometry: Peak, Pitch and Valley. Figure 3 
shows the typical serrated chip morphology often observed in 
machining Ti6Al4V titanium alloy. Pitch corresponds to the 
distance between two adjacent peaks of the chip, the Peak and 
Valley represent the maximum and the minimum thicknesses 
of the chip, respectively. Each chip geometry parameter was 
measured 5 times for each cutting condition.

As mentioned by Astakhov and Shvets [42], CCR  can be a 
measure of plastic deformation in metal cutting, since it does 
directly reflect the final plastic deformation that takes place in 
this process. CCR  is the ratio between the chip thickness (h1) 
and the uncut chip thickness (h), represented by Eq. (1),

where VS is the chip speed (m/s). Since the chip thick-
ness varies from a minimum (equal to the Valley) and a 

(1)CCR =
h1

h
=

Vc

Vs

Table 1  Nominal chemical 
composition of Ti-6Al-4 V

Element Al V Fe O C N Ti

Composition (wt%) 6.30 4.07 0.16 0.18 0.010 0.005 Remain

Fig. 1  Orthogonal cutting tests (X-longitudinal direction; Y-transver-
sal direction)

Table 2  Cutting conditions used in orthogonal cutting test

Cutting parameters Value

Cutting speed, Vc (m/min) 20; 60
Uncut chip thickness, h (mm) 0.15; 0.2
Tool cutting edge radius, rn (µm) 16 ± 1.1; 30 ± 1.9
Tool rake angle, γn (°) 5 ± 0.13; −6 ± 0.25
Tool clearance angle, αn (°) 6 ± 0.23
Width of cut, w (mm) 4
Cooling condition Dry cutting

4332 The International Journal of Advanced Manufacturing Technology (2022) 119:4329–4347



1 3

maximum value (equal to the Peak), three CCR  values can 
be calculated for each cutting condition: a minimum (CCR 
min), a maximum (CCR max) and an average (CCR aver).

Finally, residual stresses were measured at the machined 
surface and subsurface of the samples using the X-ray dif-
fraction technique in the longitudinal (x-direction in Fig. 1) 
and transversal (y-direction in Fig. 1) directions using Seif-
ert XRD 3000 PTS equipment. Measurements were made 
with the diffraction of copper K-α radiation from the {213} 
cyrstallograhpic plane of the Ti6Al4V alloy. Diffractograms 
were recorded for 29 tilt angles ψ varying between −45 
and + 45°. To calculate the residual stress, the  sin2ψ method 
was used [43]. The X-ray elasticity constants 1/2 S2 and 
S1 providing the proportionality between measured strains 
and calculated stresses have been calculated owing to an 
elastic self-consistent model: 1/2 S2 = 11.68 ×  10−6  MPa−1, 
S1 =  −2.83 ×  10−6  MPa−1. Measurements were performed in 
the centre of the machined surface. The irradiation zone had 
a length of 4 mm and width 2 mm. The penetration depth of 
the X-ray radiation was about 5 µm. To measure the resid-
ual stress beneath the surface, the layers were successively 

removed by electrolytic polishing method using Presi Polisec 
C20 equipment to avoid reintroducing additional residual 
stresses.

3  Orthogonal cutting model

3.1  General description

2D orthogonal cutting model of Ti-6Al-4 V titanium alloy 
is developed and simulated using the Lagrangian approach 
in ABAQUS/Explicit FEA software. This model and cor-
responding boundary conditions are shown in Fig. 4. It is 
composed by the workpiece (1) and tool (2). The work-
piece is divided into three layers or parts: upper layer used 
to form the chip (1a), intermediate layer (1b) and bottom 
layer that corresponds to the machined workpiece (1c). The 
intermediate layer is applied to simulate the physical separa-
tion of the layer being removed (in the form of chips) from 
the rest of the workpiece, using the element deletion tech-
nique. The workpiece is fixed in the bottom in both X and 
Y directions, while the tool is moving along the negative 
X-direction at a speed equal to the cutting speed (Vc) and 
fixed in the Y-direction. The bottom and right sides of the 
workpiece together with the right and upper sides of the 
tool are at room temperature of 20 °C. To simulate the dry 
cutting conditions, the other sides of the workpiece and tool 
are convective surfaces with the air, with a coefficient of heat 
convection of 23 W/m2/°C [44]. An initial temperature of 
20 °C is imposed to both the tool and the workpiece.

The quadrilateral continuum elements CPE4RT are 
used. Refined elements are used in the parts of chip and 

Fig. 2  Experimental setup

Fig. 3  Chip geometry parameters measured by optical microscope
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intermediate layer to better simulate the cutting process, 
where the mesh size is 17 µm × 10 µm. Meanwhile, the 
mesh along the depth of workpiece surface is also refined 
to calculate the distribution of residual stress, where the 
mesh size was defined as 17 µm × 7.5 µm.

A coupled thermo-mechanical analysis was performed. 
The elastic and thermal properties of the of Ti-6Al-4 V 
titanium alloy and of the cutting tool are given in Table 3. 
Thermal properties of Ti-6Al-4 V alloy are provided by 
the titanium supplier, while information of the tool mate-
rial is taken from the literature [21].

3.2  Material constitutive model

As far as the constitutive model of Ti-6Al-4 V alloy is con-
cerned, the model proposed by Cheng et al. [39] is used, which 
includes both plasticity and damage formulations that were 

implemented in Abaqus through VUMAT and UMAT subrou-
tines. The plasticity model incorporates the strain hardening, 
strain rate and SoT effects, and shown from Eqs. (2)–(4).

In the previous equations: (i) the coefficients A, m and n 
are used in the strain hardening term; (ii) the coefficients B , 
C and E are used in the strain rate term; (iii) the coefficient 
cη is used in the stress triaxiality term; (iv) the coefficientsct

θ

,cc
θ
,cs
θ
 and a are used in the Lode parameter term; (v) �0 is the 

reference stress triaxiality and �̇�0 is the reference strain rate; 
(vi) γ describes the difference between Tresca and von-Mises 
equivalent stresses on the deviatoric stress plane, and given 
by Eq. (3); and (vii) the coefficients ct

θ
, cc

θ
, cs

θ
 are interde-

pendent and at least one of them is equal to 1. Considering 
the compression test of cylindrical specimen at quasi-static 
conditions as a reference, �0 is equal to −1/3, �̇�0 is equal to 
0.05  s−1 and cc

θ
 is equal to 1. The temperature effect on the 

work material behaviour is not considered in this plasticity 

(2)
�𝜎 =

(

A + m𝜀n
p

)

[

B + C ln

(

E +
�̇�

�̇�0

)]

[

1 − c𝜂
(

𝜂 − 𝜂0
)]

[

cS
𝜃
+
(

cax
𝜃
− cS

𝜃

)

(

𝛾 −
𝛾a+1

a + 1

)]

(3)� = 6.464
[

sec
(

��∕6
)

− 1
]

(4)cax
𝜃
=

{

ct
𝜃

for 𝜃 > 0

ct
𝜃

for 𝜃 ≤ 0

Fig. 4  2D orthogonal cutting model

Table 3  Thermal and physical properties of the workpiece and the 
tool

Physical properties Workpiece Tool

Density, ρ (kg/m3) 4420 13,967
Elastic modulus, E (GPa) 114 627.5
Poisson’s ration, ν 0.31 0.25
Specific heat, Cp (J/kg/°C) 670 100
Thermal conductivity, λ (W/m/°C) 6.6 9.7
Coefficient of thermal expansion, αv 

(μm/m/°C)
9 5.174

4334 The International Journal of Advanced Manufacturing Technology (2022) 119:4329–4347



1 3

model for the main reasons already mentioned in the “Intro-
duction” [39].

The damage model includes damage initiation and dam-
age evolution, as shown from Eqs. (5)–(7). Equation (5) 
represents the damage initiation, while Eqs. (6) and (7) rep-
resent the damage evolution.

In these equations, D1–D7 are the coefficients of dam-
age initiation, where D1–D6 are affecting the SoT, and D7 
is affecting the strain rate.� controls the material degrada-
tion rate, and Gf is the material fracture energy density; �p

i
 is 

the plastic strain at damage initiation; �p
f
 is the plastic strain 

when all the stiffness and the fracture energy of the material 
have been lost and dissipated;∼� is the hypothetical undam-
aged stress evaluated by Eq. (2); l is the characteristic length 
of the finite element; � = 0 relates to the equivalent plastic 
displacement before damage initiates; and �f is the equiva-
lent plastic displacement at complete fracture. An inverse 
approach based on an optimization-based algorithm was 
used to determine the coefficients of the constitutive model, 
which consists into simulating the mechanical tests, by modi-
fying the coefficients iteratively, to minimize the difference 
between the predicted and measured force–displacement 
curves. A detailed description of this approach can be found 
in a previous publication of the authors [45], and the values 

(5)

𝜀
p

i
=
{[

1

2

(

D1e
−D2𝜂 + D5e

−D6𝜂
)

− D3e
−D4𝜂

]

𝜃
2
+

1

2
(

D1e
−D2𝜂 − D5e

−D6𝜂
)

𝜃 + D3e
−D4𝜂

}

×

[

1 + D7 ln

(

�̇�

�̇�0

)]

(6)� = (1 − D)�̃,D =
1 − exp (��∗)

1 − exp (�)
, �∗ =

�
p
− �

p

i

�
p

f
− �

p

i

(7)Gf = ∫
�
p

f

�
p

i

l�d�
p
= ∫

uf

0

�du

of these coefficients are given in Tables 4 and 5. In the case 
of the damage evolution, Gf and λ are equal to 18.5 kJ/m2 and 
9.4, respectively [39].

However, to evaluate the effect of the SoT in the predicted 
cutting results the J–C model without the thermal softening 
term is also used. This constitutive model also includes both 
plasticity and damage formulations given by Eqs. (8)-(9).

Ajc, Bjc, Cjc and njc are the coefficients of the plastic-
ity model, and �̇�0 is the reference strain rate which equals 
0.05  s−1. D1jc–D4jc are the damage coefficients, and Gf is 
the fracture energy density. �i is the plastic strain at damage 
initiation, and �f is the plastic strain when all the stiffness 
and fracture energy of the material have been lost and dis-
sipated, respectively. As described by by Cheng et al. [39], 
the coefficients of the J–C model were determined using the 
mechanical test data which had been also applied to deter-
mine the above-mentioned proposed model. Due to the sim-
plicity of J–C model, the coefficients in the plasticity model 
and the damage model coefficient related to the strain rate 
effect (D4jc) were determined by the compression tests of 
cylindrical specimens, while the compression tests of dou-
ble notched specimens were used to determine the damage 
model coefficients associated with the stress triaxiality effect 
(D1jc–D3jc). The value of Gf is the same of the proposed 

(8)
∼
𝜎=

(

Ajc + Bjc𝜀
njc
p

)

[

1 + Cjcln

(

�̇�

�̇�0

)]

(9)𝜀i =
(

D1jc + D2jce
D3jc𝜂

)

[

1 + D4jcln

(

�̇�

�̇�0

)]

(10)

D = 1 − exp

(

−∫
u

0

�y
Gf

du

)

;Gf = ∫
�
p

f

�
p

i

l�yd� = ∫
uf

0

�ydu

(11)� = (1 − D)�̃

Table 4  Coefficients of the plasticity model [39]

Strain hardening Strain rate Reference

Coefficient A m n B C E �̇�
0

�
0

Value 812.1 625.7 0.176 0.400 0.073 3949 0.05  − 1/3
Stress triaxiality Lode angle

Coefficient cη c
s
θ

c
t
θ

c
c
θ

a
Value 0.212 0.795 1.061 1 4

Table 5  Coefficients of the 
damage initiation model [39]

Damage coefficients D1 D2 D3 D4 D5 D6 D7

0.694 0.608 0.263 0.734 0.430 0.040  −0.028
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model. Table 6 presented the determined coefficients of the 
J-C constitutive model for the Ti6Al4V alloy [39].

3.3  Contact model

Zorev’s model [46] is adopted in this work to describe the 
contact stresses at tool-workpiece interface. Mathematically, 
this model can be represented by Eq. (12).

where σ and τ are the normal and shear stresses, and µ is 
the friction coefficient at the interface. Therefore, for slid-
ing contact conditions at the interface (µσ < τlim), the shear 
stress will be calculated using the Coulomb friction model 
(τ = µσ), while for plastic contact conditions at the interface 
(µσ ≥ τlim), the sliding does not occur at the tool-chip inter-
face but in the adjacent layers of the chip, being the shear 
stress equal to the shear stress limit,τlim. This shear stress 
limit can be determined by �y∕

√

3 , where σy is the yield 
stress of the workpiece and chip materials, which is calcu-
lated during the simulation of the machining.

(12)𝜏 =

{

𝜇 ⋅ 𝜎 if𝜇 ⋅ 𝜎 < 𝜏lim
𝜏lim if𝜇 ⋅ 𝜎 ≥ 𝜏lim

The value of the friction coefficients between the 
Ti6Al4V and the uncoated tungsten carbide should be 
determined by tribological tests under identical contact 
conditions as those applied during machining, concern-
ing to sliding speed, pressure, temperature, lubrication, 
etc.

Courbon et al. [24] performed tribological tests using a 
special device able to generate the contact conditions close 
to those found in machining. They determined the friction 
coefficient as a function of sliding speed, as shown by curve 
1 in Fig. 5 and given by Eq. (13).

where a and b are constants. However, the friction coeffi-
cients were also determined through the orthogonal cutting 
tests over Ti-6Al-4 V alloy using uncoated tungsten carbide 
cutting tools under 4 selected sets of cutting regime param-
eters. The friction coefficient was calculated by Eq. (14),

(13)� = a + b lnVs

(14)� =
F

N
=

Ft + Fc tan �

Fc + Ft tan �

Table 6  Determined coefficients 
of the J–C model [39]

Plasticity Damage

Coef Ajc Bjc njc Cjc D1jc D2jc D3jc D4jc Gf (KJ/m2) �̇�
0
(s−1)

Value 812 844 0.261 0.015 0.245 0.081  −1.276  −0.028 18.5 0.05

Fig. 5  Friction coefficient in 
function of the sliding speed 
between Ti-6Al-4 V alloy and 
uncoated tungsten carbide. 
Friction coefficient determined 
by tribological [24] (curve 1) 
and orthogonal cutting (curve 2) 
tests, and used in the orthogonal 
cutting simulations (curve 3)
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where F and N are the tangential and normal forces to 
the tool rake face, respectively. These forces are calculated 
based on the measured cutting (Fc) and thrust (Ft) forces. The 
obtained friction coefficients are given by curve 2 in Fig. 5, 
assuming that the slope is the same of curve 1. This assump-
tion is because both machining and tribological tests are con-
ducted for the same workpiece and tool materials, the same 
lubrication/cooling conditions and the same range of sliding 
speeds.

Astakhov and Outeiro [47] have shown that the friction 
coefficient is often overestimated when calculated using the 
forces from orthogonal cutting tests. Moreover, the friction 
coefficient depends on the sliding speed but also on the contact 
temperature and contact pressure. The accurate determination 
of the contact conditions in metal cutting is a challenging task. 
In most of the cases these conditions are roughly estimated 
based on temperature measurements inside the tool, which 
do not represent the temperature at the tool-chip and tool-
workpiece interface. Moreover, the contact pressure is also 
roughly estimated based on the measurements of the forces 
and tool-chip contact length in orthogonal cutting. Perform-
ing tribological tests using contact conditions roughly esti-
mated will result in an incorrect determination of the friction 
coefficient. Therefore, the true friction coefficients for given 
tool-work material pair and contact conditions will be differ-
ent from those estimated using tribological tests (curve 1) and 
machining data (curve 2).

After running several simulations for both friction curves 
(1 and 2) and for 5 different cutting speeds, covering the range 
of speeds shown in Fig. 5, non-negligible differences between 
measured and predicted forces and chip geometry are found. 
Considering that this difference is due to the friction coeffi-
cient, a calibration procedure was applied by varying the coef-
ficient a of the friction equation (Eq. (13)) until the predicted 
forces and chip geometry are close enough to those measured.

Curve 3 in Fig. 5 represents the friction curve that provided 
the lowest difference between simulated and measured forces 
and chip geometry. As shown in this figure, the friction coef-
ficients to be used in the orthogonal cutting simulations (curve 
3) are between curve 1 (lower limit) and curve 2 (upper limit).

3.4  Residual stresses calculation and extraction 
from the model

The model to predict the residual stress was developed and 
simulated using Lagrangian approach in ABAQUS/Standard 
(implicit method) FEA software. After the orthogonal cut-
ting simulation was performed using ABAQUS/Explicit, the 
machined workpiece and the associated thermo-mechanical 
fields (part 2c in Fig. 4) are transferred to ABAQUS/Standard 
for residual stress calculation. This calculation consists into 
unloading and cooling of the workpiece until reaching the 
mechanical equilibrium and room temperature, respectively. 

The constitutive model used in residual stress calculation is 
the same of the cutting simulation, and it was implemented 
in ABAQUS/Standard using a UMAT subroutine. The ini-
tial state of the model for the residual stress calculation is 
obtained from the last step of the cutting model. After resid-
ual stress calculation, their values in function of the depth 
beneath surface are extracted using the procedure described 
by Outeiro [48].

4  Comparison between measured 
and simulated results

4.1  Forces, chip geometry and chip compression 
ratio

Figure 6 shows an example of the comparison between simu-
lated and measured forces, chip geometry and maximum 
chip compression ratio (CCR max) for ɣ = 5°, rn = 16 µm, 
Vc = 20 m/min and h = 0.15 mm. Figure 6a presents the von-
Mises stress distribution in the workpiece and chip. This 
figure shows a chip segmentation typical of machining Ti-
based alloys. The simulated shape of the chip segments is 
very close to those observed experimentally (also shown in 
Fig. 6a). Moreover, Fig. 6a shows a maximum stress value 
in the FDZ, that can reach about 1700 MPa. This maximum 
stress and the size of the region of high stresses in the work-
piece ahead of the cutting tool vary cyclically during the 
cutting process. This is due to the cyclic nature of the chip 
formation process, which is characteristic to machining Ti-
based alloys.

Figure 6b. shows a comparison between experimental and 
simulated chip geometry and CCR max. The value of the chip 
peak obtained in the experiments is close to the simulated 
one, which is also the case for the CCR max value. However, 
the simulated values of the chip valley and pitch are slightly 
higher than those measured experimentally.

The simulated cutting and thrust forces are shown in 
Fig. 6c. When compared to the experimental forces, the 
simulated cutting force is relatively well predicted, while 
the simulated thrust force is largely underestimated. There 
are three main reasons for the underestimated thrust force. 
First, to avoid excessive mesh distortion, the initial position 
of the tool is not in direct contact with the top surface of 
machined workpiece (layer 1c in Fig. 4) or the machined 
surface, but slightly above this surface. During cutting, 
the deformation of the workpiece ahead the cutting edge 
brings its top surface in contact with the flank face of the 
tool, but the contact conditions are not representative of the 
real tool-workpiece contact. The second reason is related to 
the Zorev’s contact model given by Eq. (12), which in the 
present study is used to represent both tool-chip and tool-
workpiece contacts. The so-called Zorev’s contact model 
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can reasonably estimate the contact stresses at tool-chip, but 
according to Astakhov [49] is not suitable to estimate the 
contact stresses at tool-workpiece interface. Finally, the third 
reason is the great springback of the titanium alloy, which 
are not correctly modelled, and can substantially affect the 
tool-workpiece contact.

Figure 6d shows the predicted temperatures during the 
cutting simulation, including the cutting temperature (max-
imum integral temperature at the tool-chip interface), the 
maximum temperature in the FDZ and the maximum tem-
perature in the third deformation zone (TDZ). The cutting 
temperature increases rapidly to 600 °C in less than 1 ms 
before reaching a stable value, while the temperature in FDZ 
varies almost cyclically around 220 °C, putting in evidence 

the influence of the cyclic nature of chip formation in this 
temperature. The temperature in the FDZ is not enough to 
influence the mechanical behaviour of the work material. 
The temperature in the TDZ stays around 300 °C.

For the other cutting conditions, the simulated results 
are also compared with the experimental ones, includ-
ing the chip geometry, cutting and thrust forces. Figure 7 
shows the comparison between experimental and simu-
lated cutting and thrust forces for seven cutting condi-
tions. Like Fig.  6, the cutting force is well predicted 
where the differences between measured and predicted 
values are less than 14%, but this is not the case of the 
thrust force, where the maximum difference can reach 
53%.

Fig. 6  Simulated and experimental results of orthogonal cutting (ɣ = 5°, Vc = 20 m/min, h = 0.15 mm, rn = 16 µm): a von-Mises stress distribu-
tion, b chip geometry and CCR max, c forces, d temperatures
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As far as the chip geometry is concerned, Fig. 8 shows 
that the peak and pitch parameters are also well predicted, 
but small differences between experimental and simulated 
values of the chip valley are observed.

In particular, the average differences for chip peak 
and pitch are only 7% and 14% respectively, while the 
average difference for chip valley is 51%. These differ-
ences are also found in the literature for the simulation of 

Fig. 7  Comparison between 
the simulated and experimental 
forces

Fig. 8  Comparison between 
simulated and experimental chip 
geometry
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the orthogonal cutting of Ti-6Al-4 V alloy [36, 44, 50]. 
According to Chen et al. [50], it is caused by the crack 
formation and propagation at the adiabatic shear bands 
near the chip free surface, which are not reproduced using 
the numerical method used in the present study.

As far as CCR max is concerned, Fig. 9 compares the 
simulated values of this parameter with those obtained 
experimentally. As can be seen, CCR max is varying from 
about 1.3 to 1.6, which agree to those values of this param-
eter obtained by other researchers [21, 51, 52]. In general, 
the CCR max is quite well predicted by the numerical simu-
lations when comparing both simulated and experimental 
values of this parameter. The average difference between 
predicted and measured CCR max does not exceed 10%.

Cheng et al. [39] have shown that a constitute model 
considering the SoT significantly improves the prediction 
of the mechanical behaviour of Ti6Al4V titanium alloy for 
a wide range of loading conditions. Since the change of 
cutting conditions induces different SoT [53], this constitu-
tive model should improve the predictability of the machin-
ing model when compared to other constitutive models 
neglecting the SoT. To verify this, the cutting force and 
chip geometry predicted by this cutting model were com-
pared with the cutting force and chip geometry predicted 
by other two cutting models: one including the proposed 
constitutive model of Cheng et al. [39] without considering 
the SoT, and another including the J–C model. As shown 

in Fig. 10a, the proposed constitutive model considering 
the SoT predicts quite well the cutting force (maximum 
difference can reach 5%), while the predicted cutting forces 
using the proposed constitutive model without considering 
the SoT or the J–C model can be significantly different 
from the measured one (maximum difference can reach 
22%). As far as the chip geometry is concerned, Fig. 10b 
shows that in general the proposed constitutive model con-
sidering the SoT predicts better the chip geometry than the 
J–C model.

4.2  Residual stresses in the machined surface 
and subsurface

Figure 11 shows the schematic representation of the typi-
cal in-depth residual stress profiles in both longitudinal and 
transversal directions after machining Ti-6Al-4 V alloy. 
Residual stresses at the machined surface are often com-
pressive or low tensile. The level of residual stresses in both 
directions changes continuously with depth down to a cer-
tain maximum value below the surface for most of the cut-
ting conditions, and then gradually decreases stabilizing at 
the level corresponding to that found in the work material 
before machining. The actual depth at which the circumfer-
ential residual stresses reach the zero-stress value can be 
thought of as the thickness of the layer affected by residual 
stresses due to machining.

Fig. 9  Comparison between 
simulated and experimental 
CCR max
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As shown in Fig. 11, several parameters are used to char-
acterize the in-depth residual stress profiles:

• residual stress at the machined surface (SRS);
• maximum residual stress in compression beneath the sur-

face (MRS);
• depth where the maximum compressive stress is located 

(Depth_MRS);
• thickness of the layer affected by residual stresses due to 

machining (Layer_RS).

Figure 12 shows both measured in-depth residual stress 
profiles determined experimentally by XRD technique, 

and those stress profiles simulated using the orthogo-
nal cutting model for the seven selected cutting condi-
tions. Experimentally, for all the cutting conditions, the 
residual stress in the longitudinal direction is more com-
pressive than the stress in the transversal direction. At 
the machined surface, the residual stress in longitudinal 
direction is always high compressive for all the cutting 
conditions, reaching about −600 MPa, whereas in the 
transversal direction both low compressive and low ten-
sile stresses can be found.

The level of residual stress in the transversal direction 
changes continuously with depth down to a certain maxi-
mum value below surface, reaching −400  MPa (MRS) 
between 20 and 40 μm below the surface (Depth_MRS). 
Then, it gradually decreases stabilizing around zero. This 
kind of in-depth residual stress profile can also be found in 
the longitudinal direction, except for the cutting condition 
indicated in Fig. 12a, where the MRS is shifted the machined 
surface. The thickness of the layer affected by residual 
stresses due to machining (Layer_RS) varies from 110 to 
150 μm depending on the cutting conditions.

Figure 12 also shows some differences between the meas-
ured and simulated in-depth residual stress profiles. The big-
gest differences are observed for the following two cases:

• Between the measured and predicted longitudinal stresses 
until about 20 μm below the surface (hereby called near 
surface residual stresses) for all the seven cutting condi-
tions. In this case, the predicted residual stresses in lon-
gitudinal direction are much lower in compression than 
the measured ones.

Fig. 10  Comparison between experimental results and those predicted using the proposed constitutive model (with and without the SoT) and the 
Johnson–Cook model: a cutting force; b chip geometry

Fig. 11  Schematic representation of the typical in-depth residual 
stress profile
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Fig. 12  Comparison between simulated and experimental distribution of residual stress
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• Between the measured and predicted transversal stresses 
after about 20 μm below the surface for three cutting 
conditions indicated in Fig. 12a, d and g.

Except for these two cases, the predicted residual stresses 
are very close to those measured. In particular:

• The predicted near surface residual stresses in transversal 
direction are close to the measured ones.

• The predicted longitudinal residual stresses are close to the 
measured ones for a depth higher than about 20 μm below 
the surface.

• The thickness of the layer affected by residual stresses 
due to machining (Layer_RS) is very well predicted.

The simulated and measured residual stresses at machined 
surface (SRS) for all the conditions are shown in Fig. 13. 
As mentioned above, the difference between simulated and 

Fig. 13  Simulated and 
measured residual stresses at 
machined surface (SRS)

Fig. 14  Simulated and meas-
ured maximum residual stresses 
below the machined surface 
maximum (MRS)

4343The International Journal of Advanced Manufacturing Technology (2022) 119:4329–4347



1 3

measured SRS in longitudinal direction is significant. How-
ever, SRS in transversal direction is better predicted than that 
in the longitudinal direction, although the difference between 
simulated and measured SRS in transversal direction is high 
for half of the investigated cutting conditions.

Figure 14 shows the simulated and measured MRS in 
compression beneath the surface for all the conditions. The 
difference between simulated and measured MRS in trans-
versal direction can reach about 36% in average, while in 
the longitudinal direction this difference is only about 17% 
in average. Therefore, the MRS is reasonably well predicted 
by numerical simulation.

Figure 15 presents the simulated and measured thickness of 
the layer affected by residual stresses induced by orthogonal cut-
ting (Layer_RS). In general, this thickness is quite well predicted 
by the simulation, where the maximum difference between pre-
dicted and measured thicknesses is less than 19%. Fig. 15.

The observed differences between the measured and 
predicted residual stress profiles, in particular near the 
machined surface, can be attributed to the distortion of 
the elements near the machined surface during the cut-
ting simulation. These distorted elements affect the values 
of the residual stresses near the surface in the longitu-
dinal direction. Another reason already mentioned above 
is the tool-workpiece contact, which is unable to repro-
duce the exact contact stresses between the tool and the 
machined surface. Finally, although the temperature in the 
FDZ is around 220 °C (see Fig. 6d), thus not affecting the 

mechanical behaviour of the work material in this region, 
the temperature in the TDZ can reach 300 °C, according 
to the simulations (see Fig. 6d). These predicted values of 
temperature in the TDZ need to be confirmed by accurate 
temperature measurements, since the excessive distortion 
of the elements of the machined surface will also affect 
the temperature prediction in this surface. If these meas-
urements confirm these temperature values, then the tem-
perature effect must also be considered in the constitutive 
model for better residual stress prediction.

5  Conclusions

2D orthogonal cutting model of Ti-6Al-4 V alloy was devel-
oped and simulated using the finite element method and the 
Lagrangian approach implemented in ABAQUS FEA soft-
ware. The cutting model included the proposed constitutive 
model proposed by Cheng et al. [39] considering the SoT. 
This constitutive model was implemented in ABAQUS FEA 
software through a VUMAT and UMAT subroutines. The 
orthogonal cutting model is composed by the tool, work-
piece and an intermediate layer where the element deletion 
technique is applied to simulate the physical separation of 
the layer being removed (in the form of chips) from the rest 
of the workpiece. The contact conditions at the tool-chip 
and the tool-workpiece interfaces were modelled using the 
Zorev’s model and using the friction coefficient in function 

Fig. 15  Simulated and meas-
ured thickness of the layer 
affected by residual stresses 
induced by orthogonal cutting 
(Layer_RS)
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of the sliding speed. Coupled thermo-mechanical analysis 
was performed to predict the cutting and thrust forces, chip 
geometry, chip compression ratio, temperature distribution 
in the cutting zone and residual stress distributions in the 
machined surface and subsurface.

To evaluate the accuracy of the orthogonal cutting 
model including the proposed constitutive model consid-
ering the SoT, the predicted results using this model are 
compared with those obtained from orthogonal cutting 
tests (forces, chip geometry and chip compression ratio) 
and X-ray diffraction analysis (residual stresses at the 
machined samples) for seven cutting conditions. The cut-
ting force is relatively well predicted for all these cutting 
conditions, where the difference between the measured and 
predicted values was less than 14%. However, as it is also 
been observed in metal cutting simulations [14, 34], the 
thrust force is underestimated, and the difference between 
measured and predicted value is about 53%. The param-
eters of the chip geometry (peak and pitch) are reasonably 
predicted, except the chip valley that is over estimated 
(differences between measured and predicted values can 
reach about 51%). The predicted in-depth residual stress 
profiles in longitudinal direction are closer to the experi-
mental ones when the depth beneath the surface is greater 
than 20 μm. However, they are significantly different in the 
transversal direction for three out of seven cutting condi-
tions. Additionally, the difference between the simulated 
and measured maximum residual stress in compression 
beneath the surface in the transversal direction is about 
36% in average, while in the longitudinal direction this 
difference reduces to about 17% in average. Finally, the 
maximum difference between the predicted and measured 
thicknesses of the layer affected by the residual stresses 
due to machining is less than 19%.

The predicted cutting force and chip geometry obtained 
using the proposed constitutive model considering the SoT 
are also compared with the cutting force and chip geometry 
obtained using the proposed constitutive model but without 
considering the SoT and using the J-C one. This comparison 
shows that the orthogonal cutting model including the proposed 
constitutive model considering the SoT predicts better the cut-
ting forces and chip geometry than the other cutting models.

The differences between the predicted and measured 
results can be mainly due to the incorrect description of 
the tool-workpiece contact and to the significant mesh 
distortion typical of the Lagrangian approach. Therefore, 
the contact model should be improved to better represent 
the tool-workpiece contact. In addition, although the tem-
perature does not affect the mechanical behaviour of the 
work material in the FDZ, it may affect the mechanical 
behaviour in the TDZ, and, consequently, the residual 
stress prediction. Therefore, thermal effect should be 
added to the constitutive model considering the SoT for 

an accurate prediction of the residual stresses near the sur-
face. Finally, another numerical approach should be used 
to simulate the chip formation in the metal cutting, which 
should minimize mesh distortion and better simulate the 
tool-workpiece contact.
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