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Abstract

Described is a hybrid metal additive manufacturing (AM) method that integrates in situ laser shock peen (LSP) forming with
laser powder bed fusion (PBF) to mitigate vertical distortions during part builds. LSP has recently been proposed to reduce
tensile residual stresses during selective laser melting (SLM). The effects of LSP on part distortion, however, have not been
rigorously examined. It is proposed here that SLM can be integrated with in situ LSP forming to reduce distortion of the upper
surface of parts during or after printing. To study the distortion correction capability, a 2-stage computational framework is
created, which includes physics-based models of the SLM process and LSP treatment. Stage 1 includes thermomechanical
SLM simulation to predict surface geometry and is applied to model four 50-um layers of a 316L part having a 4 mm x 4
mm footprint. Stage 2 of the framework includes an elastic-plastic thermomechanical shock-wave simulation to predict LSP
surface treatment forming effects. Surface distortion is examined for varying laser spot size, overlap, and part temperatures
from 300 to 500 K, using a nanosecond-pulsed infrared laser. For the 316L. SLM sample, the upper surface is predicted
to have ~ 9-um vertical distortion on the 200-um 4-layer build. With a 2-um allowable distortion, only 44.13% of the
surface initially conforms. After one LSP forming treatment at 300 K, conformance improves to 84.75%. After a third LSP
forming, with 50% laser power-density increase, surface conformance increases to 91%, demonstrating potential of the
hybrid AM-LSP process in reducing finish-machining.

Keywords Hybrid additive manufacturing - Laser powder bed fusion - Laser shock peening - Laser peen forming -
Distortion correction - Numerical modeling

1 Introduction

Laser powder bed fusion is an additive manufacturing
technology wherein a laser scans and subsequently fuses
layers of metal powder particles [1] to incrementally build
the desired 3D geometry, as shown schematically in Fig. 1
(left). Upon completion of each scanned layer, a recoater
blade spreads (or deposits) a new layer of powder atop
the fused part and its surrounding powder. The deposition,
selective melting, and fusion process are repeated until the
maximum part height is obtained. A still image captured
on an EOS M 290 printer during SLM of 316L to
build two spur gears is seen in Fig. 1 (right). While parts
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having geometries difficult to attain using conventional
manufacturing methods can be produced using SLM,
several factors play a crucial role in realizing desirable
macroscopic properties of the printed parts. For instance,
the transient temperature distribution not only influences
dimensions of the melt pool and heat affected zone, which
govern microstructure evolution and material properties,
but the coupled thermomechanical behavior also establishes
residual stress fields that lead to associated geometric
distortions [3]. Indeed, a major limitation in SLM is
the undesired buildup of tensile residual stress (TRS)
resulting from each newly melted surface layer shrinking
during the liquid-solid transformation. The surface layer
shrinkage is limited by the presence of previously solidified,
underlying layers and is therefore attributed to delamination
and warping effects. As layers are deposited and TRS
accumulates, anisotropy in mechanical properties is also
observed, [4, 5]. Since TRS, when located inappropriately,
poses detrimental effects to the mechanical performance
due to reduced fatigue life and low magnitudes of
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Fig. 1 (Left) A side-view schematic of the SLM process. (Right) A photograph capturing an SLM scan in progress on an EOS M 290 printer.
Note: scan speeds can achieve 7 m s~! [2], making the moving circular laser spot appear as a line or band

critical stress required for crack propagation, post-treatment
processes including hot isostatic pressing [6—8] and furnace
post sintering [9] have been applied to mitigate TRS. In
addition, laser shock peening surface engineering post-
treatments have been observed to modify residual stresses
(RS) in SLM samples [4, 5, 10] through imparting near-
surface compressive residual stresses (CRS), the benefits of
which include mitigating detrimental TRS, reducing rates of
crack propagation, decreasing stress intensity factors, and
improving fatigue crack closure phenomena [11].

From the discussion above, it can be appreciated that
SLM may produce undesired distortions in addition to
TRS in printed parts. While measures to address both
issues require further understanding, current research into
LSP focuses primarily on mitigation of TRS. Indeed, very
limited research exists regarding prediction of distortion in
SLM, let alone mitigating its occurrence. As detailed later in
Section 2, a peak vertical (build direction) distortion of ~ 9
pum is predicted to occur during the deposition of just four
50-um layers (200-um build height) for a 316L solid block,
thus indicating ~ 4.5% vertical dimension error. In the
absence of a corrective finishing process, such dimensional
inaccuracy may obviously lead to part rejection. The vertical
distortion type of printing error addressed in this work
is known as “super elevation” [13, 14]. Similar distortion
behavior has been observed by Li et al. [15] through
a multiscale modeling approach. They observed concave
deflection of the part during scanning, as a result of heat
accumulation. Upon cooling, however, convex deflection
was observed, wherein the edges (and particularly the
corners) of the part rose (or lifted) toward the heat source,
while central regions appeared to deflect away from the
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heat source. Note that a level top surface is important to
ensure uniform thickness of the subsequent layer during
recoating, since non-uniform thickness will have undesired
influence on the melting and solidification characteristics.
Recent studies into roughness generation in metal AM
also provide insights into part distortion. For example, in
2017, Shrestha and Chou used white-light interferometry to
quantify surface roughness statistics for an electron beam
additively manufactured (EBAM) Ti-6Al-4V part [12].
They observed that increased scan speed slightly increased
the surface roughness along the scan direction, and that
hatch spacing noticeably influenced surface roughness in
the transverse direction (i.e., perpendicular to the scan
lines). Their beam had a diameter of 650 wm while the
hatch spacing was only 200 wm, ensuring overlap between
successive scan lines. Figure 2 (left) shows the contour plot
of the top surface of a 1.2 mm x 1.2 mm arbitrarily selected
region from their study, wherein two lines are indicated that
correspond to linear paths where the surface profile was
measured using white-light interferometry. Figure 2 (right)
illustrates the topography and corresponding roughness
metrics of the top surface along these two lines. Note
that the indicated roughness metric Rt (range) pertains to
distortion in that it represents vertical distance between the
highest and lowest points along the respective measurement
line. Although the transverse profile (blue line) shows a
relatively wavy trend (that appears to vary with hatch
spacing), Rtis approximately 17.4-um along both lines, thus
indicating distortion as well as roughness.

To date, published studies from very few research groups
directly relate the use of LSP to correct or mitigate
undesired distortion arising in SLM. Kalentics et al. (2019)
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Fig.2 (Left) Contour plot of the top surface of a 1.2 mm x 1.2 mm arbitrarily selected region of the EBAM part. (Right) Surface profiles mapped
using white-light interferometry along the scan (red) and transverse (blue) directions, adapted with permission from [12]

briefly discuss using LSP to reduce distortion [16] as part of
their efforts to mitigate TRS. Their experimental approach
was ex situ to the SLM in that the part was removed from
the powder bed (after printing some number of layers) to
perform LSP elsewhere at room temperature. The part was
then carefully repositioned within the SLM printer, with
this cyclic process repeated until part completion. Details
on the LSP strategy to reduce surface distortion were not
explained. Furthermore, the influence of LSP environment
temperature on the outcome was not examined. Given
that the intent was to reduce TRS magnitude and convert
undesirable surface TRS to CRS, it is plausible that the
authors applied an LSP shot pattern that systematically
covered the entire upper surface [4]. Another, very recent
article in which the same LSP treatment concept is
discussed is that of Lu et al. [17]. After several SLM
layers were built, LSP was performed without using a
sacrificial ablative surface coating. The rationale for not
using the ablative coating was that the work focused on both
inducing CRS as well as increasing the surface roughness
(hence no coating) to explore better interlayer fusion. Lu
et al. similarly discuss removal of the part from the SLM
environment following the deposition of a few layers to
conduct an ex situ LSP before repositioning the part again
within the printer for subsequent layer deposition. Thus,
the work of Lu et al. describes the same approach and
experimental configuration to that of Kalentics et al., except
for the use of LSP without the sacrificial ablative coating to
promote increased surface roughness. The resulting effects

on residual stress, microhardness, dislocation patterns, and
grain morphology were also examined. Any mention of
distortion measurement and/or subsequent correction using
LSP was not included in Lu et al.’s work, however.

Motivation for distortion correction using LSP forming
can also be gained from studies involving non-metal-
lic materials. In 2019, Shukla et al. investigated shock-
wave-induced near-surface compressive stresses in Al,O3
(alumina ceramic) imparted by LSP [18]. They used a spot
diameter of 800 um and pulse energies of 1 J, 1.5J, and 1.7
J, and found that increasing the power density increased the
material removal rate (MRR), which led to rougher surface
topography. Interestingly, while roughness was found to
increase, the surface height variation (i.e., distortion) was
observed to decrease with an increase in the laser energy, as
seen in Fig. 3.

Thus, such results, albeit for a ceramic, serve as further
motivation to investigate any potentially beneficial effects
that LSP forming can have on correcting undesirable
distortion in SLM. While existing research into LSP
application to SLM is focused on transforming undesired
TRS to beneficial CRS, it is hypothesized in this work that
if the surface distortion arising during SLM is known, then
an in situ LSP forming strategy can be devised to correct the
distortion to some useful extent. The idea is also supported
by the discussion on LSP forming by Hackel et al. [19],
who experimentally demonstrated the ability to correctively
reshape AM components to a high degree of precision using
LSP treatment. Since the effects of LSP on RS have already
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Fig. 3 3D profile of the top surface of Al,O3 a prior to LSP treatment, b post-LSP treatment with 1 J, ¢ post-LSP treatment with 1.5 J, and

d post-LSP treatment with 1.7 J, adapted with permission from [18]

been examined in other studies, such discussion is omitted
in the present work, which instead focuses on use of LSP to
control the thermomechanically induced surface distortion
that arises in SLM.

Accordingly, Section 2 of this paper describes a phy-
sics-based thermomechanical model to predict the surface
topography and corresponding distortion that evolves
during the SLM build process. Section 3 describes the
computational model used to predict the effects of LSP
forming. Also included in Section 3 are spatial and temporal
characterizations of the nanosecond-pulsed infrared laser
used in the forming studies. Section 4 proposes a systematic,
in situ LSP forming strategy, and gives sample results
on the mitigation of SLM-induced surface distortion for
a 316L stainless steel build. Results and discussion for a
parametric study of the LSP forming technique are provided
in Section 5. The study assesses the influence of assuming a
simplified laser spatial profile, in addition to evaluating the
effects of laser spot size and overlap, forming temperature,
and increased laser power density to counteract stain-
hardening behavior when conducting multiple LSP forming
treatments.

@ Springer

2 Laser powder bed fusion numerical model

A transient thermomechanical finite element (FE) model
is used to predict the thermally induced distortion arising
in the SLM process. Details of the thermal, mechanical,
and laser heat source sub-models comprising the ther-
momechanical simulation are provided in Sections 2.1 to
2.3, respectively. The model geometry and SLM scan pat-
tern is shown in Fig. 4. It includes a 3D linear hexahe-
dral Lagrangian mesh consisting of coupled temperature-
displacement elements with reduced integration (C3D8RT).
A uniform 50-um mesh size that balances computational
expense and accuracy is used. The same bi-directional laser
scan pattern is applied for each SLM layer. Note that since
the distortion (and RS) in the build is strongly correlated
to the thermal history, process parameters such as scan
speed and time interval between layers are matched to
those used in practice so as to avoid unrealistic heat loss
or accumulation. Conduction effects between adjacent lay-
ers, as well as radiative and convective heat losses from
the exposed surfaces, are also necessarily incorporated.
Since the model applied in this work is formulated via a
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Fig. 4 Dimensions, displacement boundary conditions, and scan
pattern for the finite element SLM model

Lagrangian domain, fluidic behavior of the melt pool (MP)
is not captured. Nonetheless, as stated in Section 2.1 below,
similar approaches to predict thermomechanical response
in SLM have been found by other investigators to provide
representative thermal histories [20-22].

Material addition (printing) in the SLM model is char-
acterized by a dynamically changing Lagrangian domain,
for which both the quiet elements and inactive elements
modeling techniques have been previously proposed. Ben-
efits and shortcomings of the respective techniques have
been detailed by Michaleris as well as Lundback et al.
[23, 24]. The work here incorporates the inactive elements
technique, wherein an entire layer of elements is simulta-
neously activated to represent deposition of fresh powder
over the previous selectively melted and solidified layer. A
5-s interval is included between layer activations to mimic
powder spreading with a recoater blade. Upon layer activa-
tion, nodes shared between the top face of the lower layer
and the bottom face of the new layer allow for thermal
dissipation between the layers. A volumetric heat source
is implemented to mimic laser scanning of newly acti-
vated powder layer elements. Table 1 summarizes the SLM
process parameters used to simulate a 316L build of 200-
pm height using four layers (50-um layer thickness) [25].
Python scripting with Abaqus v6.14 is used to efficiently
implement element layer activation, while a “DLFUX” sub-
routine is programmed in FORTRAN to control the path
and speed of the moving heat source generated by the
laser scans such that appropriate thermal history is obtained
during rapidly changing scan locations. Solution to the

Table 1 Process parameters [25] of SLM simulation (316L, 200-um
part height)

SLM parameters

Power (P) 100 W

Scan speed (v) 700 mm s !
Scan Pattern Bi-directional
Layer thickness 50 um

Hatch Spacing 50 um

thermomechanical problem is obtained via an implicit FE
solver.

2.1 SLM thermal model

The thermal modeling approach presented here involves
solution to the same transient heat-energy balance relation
(in Eq. 1) that has been applied by other researchers
when conducting metal AM simulations. For instance,
Heigel et al. applied a similar thermomechanical model
to predict deflection and residual stress during directed
energy deposition (DED) of Ti-6Al-4V [20]. Yan et al.
used a similar approach when developing a multi-objective
optimization algorithm for modeling a multi-material
laser-engineered net shaping (LENS) process [26]. Zhu
et al. employed a similar model to numerically investigate
variation in thickness of a SS 316L thin-walled structure
along with changes in temperature field distribution during
laser direct metal deposition (LDMD) [27]. Chiumenti et al.
used FE to solve the same thermal energy equation when
predicting the residual stress and distortion during multi-
pass welding and shaped metal deposition (SMD) [28].
Manvatkar et al. applied a similar thermal model to the
LENS process on 316L to predict hardness and melt pool
dimensions [29]. Denlinger et al. incorporated FE solution
of the same equation to investigate the thermomechanical
characteristics during electron beam deposition (EBD) of
Ti-6A1-4V [22]. The corresponding energy balance relation
that governs the transient, spatially dependent temperature
field is given by Eq. 1.

aT
V. kVT)+q(t) = c,og, for
where T is the temperature at time ¢, ¢ is specific heat,
p is the material density, & is thermal conductivity, and g is
the volumetric heat input [30]. An initial condition is given
by Eq. 2 for the consecutive powder layers L being spread.

T (l‘(),L) =T ()

t>0 (1)

where Ty is the ambient (or sink) temperature (297 K) at
to.L, the time of activation of the Lth powder layer. Heat
loss from the powder and solid continua are associated
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to thermal conduction, convection, and radiation at free
surfaces, per (3).

—kVT i+ h (T —To) + Ve (T“—T(;‘) =0
on free surfaces I" 3)

In Eq. 3, & is the convective heat transfer coefficient,
is the Stefan-Boltzmann constant (5.6703 x 10~8 W m—2
K=*), and € is the emissivity. Note that the emissivity for
316L is estimated to be 0.4 from the sides of the solid
domain to the powder bed, and 0.62 from the top surface,
[31-33].

Similar to the approach of Madireddy et al. [31], and
considering the simplification suggested by Li et al. (2019)
[34], conductive effects of the surrounding powder are
numerically represented by an artificial convective heat
transfer coefficient, h,, included in Eq. 4. As a result,
modeling “excess” powder in the bed can be neglected,
which significantly reduces computational effort. The same
is done to model conductive heat loss through the bottom
surface of the build to the substrate. The term “artificial” is
used here because the heat that would be transferred farther
away from the part, by conduction through powder and
substrate continua, is instead transferred at an equivalent
rate by convection through free element surfaces I" on the
much smaller simulated domain.

—kVT -n=h,(T —Ty) onfree surfaces I ()

2.2 SLM mechanical model

In conjunction with Eqgs. 1 to 4, which are used to describe
the thermal behavior during SLM, the structural behavior is
governed by the quasi-static equilibrium condition of Eq. 5
[20-22, 35], where gravitational and other body/surface
loads are absent, and ¢ is the Cauchy stress tensor.

V.o=0 )

The temperature-dependent elastic constitutive relation is
given by Eq. 6:

o=C(er —ep —a, ATI) (6)

In Eq. 6, C is the elasticity tensor, and er and ep
are the total and plastic strain tensors, respectively. The
term o, AT represents thermal strain, with «, as the
linear thermal expansion coefficient. I is a 3x3 identity
matrix. Note that Egs. 1 to 6 can be used to represent
the thermomechanical behavior of the solid and powder
continua, but with temperature dependency in properties, as
can be referenced from the work of Li et al. and Foroozmehr
et al., [36, 37]. Thermomechanical material properties for
316L used in the present work have been referenced from
experimental findings by the Argonne National Laboratory
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and the Lawrence Livermore National Laboratory, [38, 39].
Temperature-dependent stress-strain response of 316L is
modeled based on experimental work conducted at the
Idaho National Laboratory, [40].

2.3 Dynamic heat source model

Adequate heat source modeling is required to predict
geometric shapes of the melt pool (MP) and heat affected
zone (HAZ), both of which are directly related to the
distribution of thermally induced distortion and RS. The
SLM modeling presented here predicts the distortion
distribution according to the transient thermal history, which
depends on many factors including the build geometry,
scan speed, scan pattern, powder layer thickness, laser
power, temperature-dependent material properties, ambient
conditions, etc.

A moving heat source model is applied here to the SLM
process based on Goldak et al.’s double ellipsoid Gaussian
heat source [41, 42], which was originally introduced in
1984 for welding simulations. The double ellipsoid model,
which describes thermal power density distribution in terms
of a volumetric heat flux, is depicted in Fig. 5 and
quantitatively described by Eq. 7:

2
6V3frPa _3:2 32 —30T-
— — 7 e “ale T2

1) = Ze T y>y.
qr () P y >y,
633 f, Pa _32 322z’
1) = ————¢ “d2e “ile cr? LY <Y
qr (1) abe, /7 y<Yyi
fort > 0. 7

In Eq. 7, g is the volumetric heat flux, P is the incident
laser power, y; is the instantaneous Y ordinate (assuming
the scan proceeds in the Y direction), and f; and f; are
fractions of the heat distribution within the front and rear
octants, respectively. A term 7, representing absorptivity of

Fig.5 Illustration of Goldak’s et al. double ellipsoid heat source model
(indicating scan motion in “Y” direction)
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the powder particles based on mean particle size, is also
included, [43, 44]. Numerical values for the parameters in
Eq. 7 are listed in Table 2.

The heat source model parameters in Table 2 are
identified based on calibration of melt pool geometry using
thermographic experiments performed by Heigel et al. [3]
at NIST for SLM of an Inconel 625 layer. The investigators
retrofitted a short-wave infrared (SWIR) camera onto an
EOS M 270 printer, enabling in situ acquisition of thermal
data at 1800 frames per second. Radiant temperature was
measured and subsequently used to establish the melt
pool boundary by observing a discontinuity in the radiant
temperature when moving spatially away from the peak
temperature location. This boundary (or isotherm) was said
to represent the solidus-liquidus transition zone. Although
316L is considered in this work (not Inconel 625), the
volumetric heat flux due to the laser incidence assumes the
same double ellipsoid parameters; this is justified in that the
intent of this work is to assess the viability of correcting
typical SLM distortion patterns using in situ LSP, rather than
a rigorous predictive modeling of the actual distortion field
itself.

Following simulation with the described SLM model
using the geometry and scan parameters in Fig. 4, as well
as Tables 1 and 2, the predicted topography of the top
surface is seen in Fig. 6a (based on 6561 upper surface
nodes). It is noted that the topography exhibits a convex
deflection similar to that described by Li et al. [15]. From
surface roughness metric Rt (range), it is evident that a
~ 9-um vertical distortion exists between the highest and
lowest points. Figure 6b shows the region of the top surface
that falls outside an assigned 2-um conformance limit
(used in this work for demonstration purposes). The color-
contoured region, which shows ~ 7 um of variation, is to
be treated with laser shock peen forming, as described next
in Sections 3 and 4, to preferentially form the surface so
as to strive for maximum conformance. Surface roughness
metrics, such as Ra (arithmetic mean) and Rq (root mean
square), are also quantified and discussed to further assess
the merits and effectiveness of LSP forming treatments.

Table 2 Goldak et al’s double ellipsoid moving heat source
parameters

Heat source parameters Dimensions
a 180 um

b 180 um

cr 180 um

cr 540 um

fr 1.4

Ir 0.6

n 0.57

3 Numerical modeling of LSP forming
treatment

While the thermomechanical SLM model described in the
previous section is applied in this work to simulate the
top surface distortion during SLM of four 50-um layers
with 316L, in practice the upper surface topography can be
scanned using a co-located 3D white light interferometry
sensor head [45] to obtain a point cloud dataset. A summary
of cameras used for in situ SLM process monitoring via
layer-wise imaging can be found in [46]. This measurement
concept, together with an in situ LSP forming laser, is
depicted schematically in Fig. 7a. Even with such topology
detection equipment, however, accompanying simulations
would provide great value in assessing the viability and
establishing a strategy for effective LSP forming. For
specific build geometries and materials, simulations can
help determine the LSP shot pattern, spot size and overlap,
and the influence of forming environment temperatures
(as are investigated in this paper). Moreover, while not in
the scope of this paper, simulations can be used to assess
optimum number and configuration of intermediate LSP
forming treatments during a part build, as well as to improve
transfer function identification, and reduce trial-and-error
development efforts toward closed-loop distortion control
(and correction) systems.

To ensure compatibility when transferring the SLM
predicted displacement and stress fields to serve as the
initial state in the LSP forming simulation, boundary
conditions for the dynamic explicit FE model of the
LSP forming simulation are inherited from the implicit
SLM model. Since in situ LSP within the SLM printer
environment is proposed, no ablative coating (e.g., no
opaque paint or tape) or any transparent pressure confining
overlay (such as water) are assumed. Successful LSP
treatments under such conditions using suitable laser
wavelength, fluence, pulse width, and spot area/pattern have
been reported by [47-49]. Moreover, the absence of an
ablative coating may also benefit interlayer fusion during
SLM. For demonstration purposes in this case study, a
relatively low peak LSP plasma pressure of 754 MPa is
applied for all initial LSP forming shots so as to prevent
(or limit) undesired effects of shock wave reflection from
the base plate upon which the 200-um part is built (note
that LSP pressures can likely increase with build height).
In addition, this work investigates whether a “warm” in
situ environment, with corresponding uniformly imposed
elevated part temperature, can improve LSP formability.
Therefore, the LSP forming effectiveness is evaluated at
several, uniform elevated temperatures, all of which are well
below that for recrystallization of 316L. Other researchers,
although not addressing LSP formability, have studied the
merits of “warm” laser shock peening on RS fields [48, 50].
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Fig.6 a Predicted topography of top surface (relative to highest point)
at conclusion of SLM process to build 4 mm x 4 mm 316L stain-
less steel block having 200-pum part height obtained using four 50-um

Similar to the approach of Hasser et al., the elastic-plastic
LSP-induced shock wave induced by LSP (see Fig. 7b)
is modeled using linear coupled temperature-displacement
hexahedral elements with reduced integration (C3D8RT)
[51]. A dynamic explicit solution with variable damping of
the post-plasticity elastic-wave is obtained using the explicit
solver of Abaqus v6.14, and where Python scripting is used
to implement the LSP forming shot sequence and the laser
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X (mm)

(b)

layers. b Color-contoured region on top surface that fails to meet the
assigned 2-um conformance limit (non color-contoured region meets
2-um conformance criterion)

plasma pressure loads (discussed in Section 3.2). Solution
time steps, damping methodology, and spatial and temporal
calculation of the plasma pressure from the experimentally
characterized laser pulse are the same as those described
in detail by Hatamleh et al. [52], who studied residual
stress random fields in SLM-fabricated aluminum A357
alloy based on errors reported in the corresponding X-ray
diffraction measurements.
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Fig.7 a Schematic of proposed concept that includes a surface topology optical scanning sensor that is used to generate input for the in situ LSP
forming system to reduce SLM-induced surface distortion. b Shock waves induced in the workpiece by the incident laser pulse and expanding

plasma at the interface
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Table 3 Johnson-Cook parameters for AISI 316L used in LSP forming
model [54] 0, T <Ty
* __ T—-Ty
Johnson-Cook parameters T = ( T —To) s To=T =Ty )]
1, T > T,

A 305 MPa

B 441 MPa

C 0.057

&o 1s7!

n 0.1

m 1.041

To 297 K

T 1700 K [38, 39]

3.1 LSP material constitutive model

Given the high strain rates generated by the LSP shock
wave, the Johnson-Cook (J-C) material constitutive mo-
del given by Egs. 8 and 9 is incorporated [53]. Amar-
chinta et al. previously compared the Johnson-Cook, Zerilli-
Armstrong (ZA), and Khan-Huang-Liang (KHL) models,
and found that RS predictions for LSP on Inconel 718
showed good agreement with X-ray diffraction data when
using the J-C and KHL models [53]. The J-C parameters
used in this work are listed in Table 3. Other temperature-
dependent material properties such as thermal expansion
coefficient, thermal conductivity, density, elastic modulus,
Poisson’s ratio, and specific heat remain the same as used
for the SLM simulation.

o = [a+B (e[ 1+ e (22) |11 - ()],

0]
for ¢t >0 (8
Counts(cps)
2 4000
— 3500
=
g 3000
(]
2 2500
g D
8
w
5 2000
(]
% 1500
7
= 1000
©
g 500

Longitudinal Distance (mm)

(a)

—~

Counts (cps

In Eq. 8, oy is the flow stress, A is the initial quasi-
static yield stress, B is the strain hardening coefficient, ¢,
is the equivalent plastic strain, n is the strain hardening
exponent, C is the strain rate coefficient, &, is the plastic
strain rate, &y is the reference strain rate, T* is the
nondimensional temperature ratio between reference (or
ambient) temperature 7 and melting temperature 7,,, and
m is the thermal softening exponent.

3.2 Identification of spatial and temporal
distributions of plasma pressure for LSP forming

The calculation of spatial and temporal plasma pressure
fields for the LSP forming prediction is based on the same
experimental laser setup as in Hatamleh et al. [10]. To
more accurately determine the transient spatial profile of
the plasma pressure, they first experimentally characterized
the spatial distribution of their (attenuated) laser pulse
(generated by a Spectra-Physics Quanta Ray Pro-350, 3
J, Q-switched, 17-ns pulsed laser operating at 1064-nm
wavelength). A fast photodetector (Ophir FPS-1) was used
to convert optical signals intercepted by a beam splitter
into electrical signals. The electrical signals were further
measured using a digital storage oscilloscope (LeCroy
Waverunner 204Xi), which provided the temporal profile of
the laser pulse. In parallel, the spatial profile of the laser
pulse was identified using a high-resolution camera (Ophir
SP928). The acquired point cloud data representing the laser
pulse spatial intensity, once filtered to remove undulating

4000

3000

—_ Do
o (=]
o (=]
o o

(b)

Fig.8 a Map of the experimentally acquired point cloud data representing laser pulse spatial intensity. b 3D plot of the experimentally acquired
point cloud data. Note that the red circle represents the beam periphery, having a radius of 1.6 mm
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Fig. 9 a Laser beam spatial distribution. b Hatamleh et al.’s simplified axisymmetric Gaussian profile [10], where the experimental data

corresponds to the horizontal crosshair in image (a)

noise, and scaled in terms of pixels to distance, is shown in
Fig. 8.

Hatamleh et al. fit a simplified, axisymmetric, bivariate
Gaussian profile to the laser spatial intensity, per (10), by
only considering data in Fig. 8 at 0-mm transverse location.
The resulting axisymmetric Gaussian profile, in which R
is the radial distance from the shot center, has standard
deviation og = 0.39 mm, is shown in Fig. 9b.

2
R (€
ORN 21

Although the Gaussian simplification adds convenience,

it can be seen from Fig. 8 that the experimentally determined
laser pulse spatial intensity is clearly not axisymmetric.

P(R) = R>0 (10)
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Moreover, it is arguably not Gaussian, instead resembling
a “top hat” or “stepped” profile. Accordingly, the effect on
LSP forming of the Gaussian simplification versus using the
original data is investigated here and discussed in Section 5.
Note that the spatial intensity distribution of the resulting
plasma pressure P is calculated to be directly proportional
to spatial distribution of the laser energy intensity; hence,
both have the same shape.

The temporal distribution of resulting plasma pressure
from the ~ 17-ns full-width half-maximum (FWHM)
laser pulse duration, as seen in Fig. 10 for each LSP
shot, is estimated using Fabbro et al.’s 1D hydrodynamic
model [55]. From their model (11) is derived, which gives
the resulting piecewise-continuous temporal profile of the

1 ;
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0.8 '.‘ - - - Adiabatic Cooling| |
= \
A \
Qo6
204 N,
= b
o R
0.2 e S
0 s .
0 100 200 300
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Fig. 10 Heating and adiabatic cooling phase profiles of the temporal plasma pressure model for each LSP shot. a Peak plasma pressure of 754
MPa, and b Peak plasma pressure of 904.8 MPa achieved with a 50% increase in power density
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plasma pressure as function of time ¢ during the heating
phase (0 < ¢ < 1) and adiabatic cooling phase (¢t > ¢,).

0.5
P(0) [1 — (%)2] for0 <1t <t
P(t) = (11

P (tp) [S(t”) ]V , for

S(t)

1>t

The initial plasma thickness, S(0), is estimated at 10
um. Further necessary details to apply (11), such as
the time-varying plasma thickness, S(¢), and the shock
impedance for 316L, can be referenced from [55], and
[56], respectively. As mentioned, if there is an insufficient
improvement in conforming area between successive LSP
forming treatments, laser power density can be increased.
For demonstration purposes here, a 50% increase will
be applied. Such increase in laser power density changes
the temporal profile of the plasma pressure during LSP
shots. For instance, Fig. 10a shows the plasma pressure
temporal profile for LSP shots having 754-MPa peak
pressure (corresponding to 21 MW cm™? laser peak power
density obtained with an averaged incident laser pulse
energy of ~ 29 mlJ), whereas Fig. 10b shows the plasma
pressure temporal profile for LSP shots with 904.8-MPa
peak pressure based on 50% increase in laser peak power
density to 31.5 MW cm~? obtained with an averaged
incident laser pulse energy of ~ 42 mJ.

4 In situ LSP forming strategy to mitigate
SLM surface distortion

4.1 Prediction and analysis of SLM surface
topography, and effects of LSP forming treatment

For convenient reference in analyzing results of LSP
forming, Fig. 6a and b are repeated as Fig. 11a, b, to show
the vertical displacement (distortion) contour maps, relative
to the highest point, on the top surface of the 316L part
following SLM of the four 50-um layers. Again, the non-
contoured (white) region in Fig. 11b represents the top
surface area conforming to the assigned 2-pum tolerance
criterion following SLM. The relative area of conformance
is calculated to be 44.13%. The non-conforming region has
a vertical distortion range of ~ 7 um and will thus be
subject to LSP forming treatment (in practice LSP forming
would occur prior to any further SLM layer deposition).
Based on the topography to be corrected, an LSP forming
pattern is devised according to the general strategy outlined
in the following section. Considering 1.6-mm laser spot
radii with 40% area overlap, the resulting shot pattern is
depicted in Fig. 1lc. Note, the LSP spatial profile used
for the numerical predictions seen in Fig. 11 employs the

Gaussian profile observed in Fig. 9b. The modified surface
topography after this first round of LSP forming at 300 K
is shown in Fig. 11d, e. From Fig. 1le, it is evident that
significantly more area, approximately 84.75%, now me-
ets the 2-um conformance criterion. Striving to further
improve conformance, a second round of LSP forming is
strategically implemented per Fig. 11f (again, 1.6-mm spot
radii with 40% area overlap). Topography prediction after
this second LSP forming at 300 K is indicated in Fig. 11g, h.
However, due to strain hardening, this second LSP forming
is largely ineffective, since the new conforming area is
84.97%, indicating very little improvement compared to
84.75% conformance after the first LSP treatment (seen
by comparing Fig. lle with Fig. 11h). Per the LSP
forming strategy detailed next, this result suggests possibly
increasing the laser power density for a subsequent LSP
forming per the pattern of Fig. 11i. A general laser shock
peen forming strategy that also addresses this issue is
outlined next in Section 4.2, and the results of increasing
the laser power are presented with the parametric study
in Section 5. Turning attention to the calculated surface
roughness metrics, which are shown in Fig. 11, average
roughness (Ra) decreases from 1.5789 pum (post-SLM) to
0.9661 um after the first LSP forming treatment. The Ra
remains about the same after the second LSP forming. A
similar trend occurs for the root-mean-square roughness
(Rq), which is 1.8846 um after SLM, then reduces to 1.2258
um after the first LSP forming. Again, an insignificant
change in Rq is predicted (1.2449 um) after the second LSP
forming treatment.

4.2 A general laser shock peen forming strategy

This section describes the rationale for design of the LSP
shot locations seen in Fig. 11c, f, i, in addition to addressing
ineffective LSP treatments through increased laser power
density. Considering user-defined parameters of 1.6-mm
laser spot radii with 40% overlap in area, the systematic
LSP forming strategy to design the shot patterns in Fig. 11c,
f, i is devised as follows. Referring again to Fig. 11b, i
shot locations are assigned, as seen in Fig. 11c, to the non-
conforming (color-contoured) domain, with the first shot
center point, Py, located at the highest peak. The domain
comprising P; and its 1.6-mm radius is now removed from
consideration for the next shot’s center location (P;) from
the remaining (non-conforming) subdomain. The location
of P and all subsequent shots, however, are also subject
to a distance d constraint according to the assigned spot
radius r and overlap. Thus, in the shot patterns of Fig. 11c,
f, i, a 1.6-mm radius and 40% area overlap are enforced.
Once the entire non-conforming surface area is accounted
for, LSP forming is executed using the shot pattern and
sequence. The surface topography is then identified by
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terion after SLM. ¢ First LSP forming treatment pattern (1.6-mm laser
spot radii with 40% area overlap). d Surface topography after first

LSP forming treatment. e Surface area (white) that meets 2-um con-
formance criterion after first LSP forming treatment. f Second LSP
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numerical simulation and/or an experimental interferometry
technique, and from the new point cloud data (ref. Fig. 11d),
the updated conforming area (ref. Fig. 11e) is found and
compared to that of the previous LSP forming treatment, or
the post-SLM topography for the first treatment. The results
of this comparison give rise to three possibilities:

1. If the conforming area increases, and the entire top sur-

face meets the conformance criterion, the LSP forming
strategy is terminated and the SLM process proceeds.
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forming treatment pattern (1.6-mm laser spot radii with 40% area over-
lap). g Surface topography after second LSP forming treatment. h
Surface area (white) that meets 2-ium conformance criterion after sec-

ond LSP forming treatment. i Third LSP forming treatment pattern
(1.6-mm laser spot radii with 40% area overlap)

2. If the conforming area increases, but the entire top
surface does not yet meet the conformance criterion, as
seen by comparing Fig. 11e and b, the non-conforming
domain is identified and a new LSP forming strategy is
generated and executed (ref. Fig. 11f), with no change
in the laser power density.

3. If there is insufficient improvement in the conforming
area relative to the prior forming treatment, as seen
when comparing Fig. 11h and e, the non-conforming
domain is identified and a new LSP forming strategy is
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Fig. 12 Flowchart for the proposed hybrid AM strategy using in situ LSP forming to mitigate top surface distortion

generated and executed (ref. Fig. 11i), with an increase
in the laser power density (note that 50% increase is
applied for demonstration purposes in this work).

In practice, such an approach can be integrated into a
closed-loop control system, as outlined in the flowchart of
Fig. 12.
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5 Parametric LSP forming study results
and discussion

5.1 Influence of plasma-pressure spatial profile
idealization, laser spot size, and forming
temperature

To further investigate the effectiveness of LSP forming in
correcting SLM-induced distortion, four case studies with
varying LSP parameters are investigated, as summarized in
Table 4. Cases 1 to 3 apply the simplified, axisymmetric
Gaussian laser energy intensity spatial profile from Fig. 9b,
while Case 4 applies the actual 3D experimental spatial
intensity data in Fig. 8. Case 1 represents the same LSP
forming conditions used earlier in Fig. 11 (i.e., 1.6-mm laser
spot radii, 40% area overlap) based on the LSP forming
strategy outlined in Fig. 12, leading to 9 LSP shots for the
first treatment. Case 2 features a 20% increase in laser spot
radius (1.92 mm). Shot locations for Case 2 are identical
to those for Case 1, which means that shot overlap can
exceed 40%; this also results in one “redundant” shot, Pg,
for the first LSP treatment since the eight shots (P to
Pg) already encompass the non-conforming domain (see
Fig. 13a). Case 3 also applies 1.92-mm shot radii, but unlike
Case 2, the shot locations for Case 3 are defined using the
LSP forming strategy outlined in Fig. 12, which generates
8 shots, as shown in Fig. 13b. Finally, Case 4 has the same
laser spot radius and pattern as Case 1, but applies the

experimental laser spatial intensity data from Fig. 8 (instead
of the simplified Gaussian profile) in effort to generate
a more representative spatial profile of the corresponding
plasma pressure.

Recall that the objective of LSP forming treatment is to
plastically form as much as possible of the 4 mm x 4 mm
(16 mm?) top surface of the 316L SLM part, so as to attain
conformance of 2-um maximum height variation. To carry
out the parametric study on the four LSP forming cases
in Table 4, the rate-dependent, elastic-plastic shockwave
model from Section 3 is executed. In addition, to glean
potential benefits of specific in situ forming environment
temperatures, the LSP simulations are performed with
uniform part temperatures ranging from 300 to 500 K.
The resulting conforming surface area predictions are in
indicated in Fig. 14a.

Cases 1 and 4 offer a comparison of the distortion
correction results when applying the axisymmetric Gau-
ssian simplification to the laser spatial energy profile
(and corresponding plasma pressure profile) as in Case 1,
versus applying the plasma pressure profile corresponding
to the actual 3D experimental laser spatial intensity from
Figs. 8 and 9, as in Case 4. Examination of the distortion
correction results in Fig. 14a reveals that, compared to Case
4, Case 1 under-performs in conforming surface area at
all temperatures. Such under-performance can be explained
by looking again at both the experimentally measured and
the Gaussian laser intensity spatial profiles in Fig. 9b.

Table4 Summary of parametric case studies regarding laser energy (and plasma pressure) spatial profile, spot radius, spot area overlap, and power

density of successive shots

Case Laser energy Spot radius Spot area Power density Implementation of LSP forming strategy

spatial profile (mm) overlap (%) (MW cm™2)

1 Gaussian 1.6 40 21 LSP forming strategy per Fig. 12, resulting
in 9 shots for initial forming treatment (see
Fig. 11c).

2 Gaussian 1.92 Varies, 40+ ~14.5 Same number and location of shots as Case 1,
with 20% increase in laser spot radius. Thus,
overlap varies and can exceed 40%, and one
redundant shot, Py, is applied (see Fig. 13a).

3 Gaussian 1.92 40 ~ 14.5 LSP forming strategy per Fig. 12, with 20%
increase in spot radius, resulting in 8 shots
for initial forming treatment (see Fig. 13b).

4 Direct use of 1.6 40 21 LSP forming strategy per Fig. 12, resulting

experimental data

in 9 shots for initial forming treatment (see
Fig. 11c¢).
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Fig. 13 LSP forming shot
locations during initial treatment
for (a) Case 2 and (b) Case 3, as
described in Table 4. Note:
subtle differences exist between
the two cases with regard to the
position of shot centers for P3,
Pg, P7,and Pg

Y (mm)

X (mm)

(a)

Within a radial distance of ~ 0.65 mm (almost two
standard deviations) from the shot-center, the Gaussian
profile neglects several data that would otherwise contribute
to a somewhat “top hat” or “stepped” laser energy profile
and corresponding plasma pressure profile. Hence, Case 4
captures the greater plasma pressure at these corresponding
locations within each laser shot, likely leading to the
relatively greater formability and surface conformance.
Comparing Cases 1 to 3 offers insight into the effect
of using a more “distributed” pressure profile with the
same total laser energy (~ 29 mlJ). As seen from Fig. 14a,
at all testing temperatures simulated, Case 1 leads to
higher conforming surface area after one LSP forming
treatment than Case 3. The same is also mostly true

854 .
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when comparing Cases 1 and 2, with the only anomalies
appearing at 300 and 375 K, where Case 2 generates
marginally better conformance (0.18% and 0.12% better,
respectively, at 300 and 375 K). This implies that utilizing
lower energy density with the same total laser energy does
not better flatten the SLM part surface. The observation
agrees with that of [16], wherein it was experimentally
observed that a smaller spot size is preferential to distortion
correction.

Comparing Cases 2 and 3, the relatively higher shot
overlap with Case 2 leads to an increased fraction of the
surface area meeting the conformance criterion. With the
exception of 400 K, the amount of surface area predicted to
conform after one LSP treatment is greater for Case 2 than
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Fig. 14 a Percent of surface area on top face of 316L. SLM build that meets 2-um conformance criterion after one LSP forming treatment, for
each case in Table 4. b Percent difference in surface area conformance relative to Case 4
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for sase 3 at all simulated temperatures. This finding is also
supported by the experimental work in [16], which tested up
to 80% overlap.

Since Case 4 incorporates the most realistic plasma
pressure profile, it is used in Fig. 14b as the baseline for
which to compare the performance of Cases 1 to 3 (each
of which apply the simplified Gaussian pressure profile).
Given that the maximum relative difference is within 6%
at all the temperatures, the far simpler and convenient
Gaussian profile does not go discredited. Note also that, in
general, all cases show a similar trend and reveal relatively
little variation in the fraction of conforming surface area
at the various temperatures. Nonetheless, the optimum
temperature for LSP forming of the 316L part is clearly 300
K.

To better understand the manner in which the surface is
“corrected” when the LSP forming is conducted at different
temperatures, Fig. 15 shows the surface topography at
intermediate “shot frames” during the LSP forming process
at 300 K and 500 K. Figure 15a, b, and c illustrate,
respectively, the surface topography after 1, 5, and 9 shots
at 300 K. Similarly, Fig. 15d, e, and f show the surface
topography after 1, 5, and 9 shots at 500 K. Comparing

Ra=1.0189 um
Rq=1.2835 um

Ra=0.9327 um
Rq=1.1815 pm
2. Rt=15.9706 um

Fig. 15a and d, 78.56% and 77.49% of the surface area
meets the 2-um conformance criterion after 1 shot at 300
K and 500 K, respectively. Similarly, comparing Fig. 15b
and e, 85.19% and 75.13% of the surface area conform after
5 shots at 300 K and 500 K, respectively. Finally, with all
9 shots executed, Fig. 15¢ and d show, respectively, that
84.75% and 74.25% of the surface area conform at 300
K and 500 K. It is also noteworthy that the surface areas
containing the highest peaks (visible as dark red contours)
reduce during each respective multi-shot LSP treatment, i.e.,
from Fig. 15a to ¢ at 300 K, and from Fig. 15d to e at 500
K. While this effect is more significant when the forming
environment is 500 K (see Fig. 15d to f), it is also observed
that the height of the tallest peak increases by ~ 2 um
despite the increase in the conforming surface area.

When comparing roughness metrics at the different
stages of LSP forming at 300 K and 500 K, note that both
average roughness (Ra) and root-mean-square roughness
(Rq) reduce, respectively, from 1.5789 to 1.8846 um (post-
SLM, Fig. 11a) to the values indicated in Fig. 15. These
metrics predict slightly greater surface roughness at the
higher forming environment temperature. Note that the
values of roughness range (Rt) do not provide a consistent

= Ra=0.9661 um
Rq=1.2258 um
2 Rt=6.3449 um
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Fig. 15 a—c The effect on distortion during LSP forming after 1, 5,
and 9 shots, respectively, at 300 K. d—f The effect on distortion after 1,
5, and 9 shots, respectively, at 500 K. Note that the images are taken
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Fig. 16 a Conforming surface area of 84.97% (shown white) after
second LSP forming treatment at 300 K, which exhibits negligible
improvement compared to the result after the first treatment (84.75%)
in Fig. 1le. b Third LSP forming treatment to be executed with

metric from which to assess the fraction of conforming
surface area. This is because Rt values simply indicate
the difference between the highest and lowest data points,
disregarding the actual domain that is made to conform as
the LSP forming treatment is executed.

5.2 Effect of increased LSP power density
on multi-treatment forming capability

As discussed earlier in the LSP forming strategy in
Section 4.2, if there occurs negligible improvement in
the conforming area, an increase in laser power density
is implemented. From Fig. 16a (same as Fig. 11h)
84.97% of the top surface area conforms after two LSP
treatments (each with unique shot locations per Fig. 12)
at 300 K. The improvement for the second treatment is
negligible, however, compared to that predicted for the
first LSP forming treatment (84.75%), as seen earlier in
Fig. 1le. Therefore, a 50% laser power density increase
is used, which results in an improved 91% surface area
conformance, as seen in Fig. 16c. Note that there is also
a visible reduction of areas containing the tallest peaks
(dark red contours) when comparing Fig. 16a and c.
These predicted results agree with the distortion trends
experimentally reported by Shukla et al. [18], albeit their
LSP process was applied to a ceramic. Comparing surface
roughness metrics for the topography obtained after the
third LSP forming at 300 K and with 50% greater laser
power density, the predicted Ra decreases to 0.9201 pum,
while Rq decreases to 1.1815 um. These results represent
approximately 41% reduction in Ra, and 37% reduction in
Rq, after just three LSP forming treatments.

X (mm)

X (mm)
(c)

increased laser power density. ¢ Conforming surface area of 91.06%
(shown white) after the third LSP forming at 300 K, revealing consid-
erable improvement when compared to Fig. 16a. (Note: Fig. 16a and b
are the same as Fig. 11h. and 1)

6 Conclusion

This paper has discussed a novel hybrid AM method that
integrates in situ laser shock peen (LSP) forming with
SLM type laser powder bed fusion to mitigate vertical
distortions during AM part builds. The current literature
pertaining to application of LSP to AM has focused
primarily on reducing undesirable tensile residual stresses
and generating beneficial surface compressive residual
stresses in SLM parts. This work has described and
rigorously demonstrated the application of an in situ SLM-
LSP process to predict and mitigate vertical (build direction)
distortion on the upper surface of SLM parts, thereby
offering a means to potentially reduce or eliminate the
need for finish-machining post-processes. The value in
avoiding such finish-machining can be especially important
on the internal surfaces of AM parts that are difficult or
impossible to access via conventional machining methods.
Viability of the proposed LSP forming treatment strategy
was investigated based on varying the laser spot size,
spot overlap, forming temperature, and laser power when
using a nanosecond-pulsed 1064-nm laser. In addition,
experimental characterization of the actual laser spatial
and temporal energy profiles was incorporated to better
model the resulting LSP-induced plasma pressure loads,
and to evaluate the efficacy of adopting a simplified
Gaussian axisymmetric spatial profile of the laser energy
and corresponding plasma pressure. Specific findings of the
work reveal:

— For a 316L stainless steel SLM build having 4 mm x
4-mm footprint and 200-um build height based on four
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50-um layers, the fraction of the upper surface area that
conforms to a 2-um tolerance is improved from 44.13
to 84.75% after one LSP forming treatment at 300 K
using the experimentally characterized laser pulse.

— Due to strain-hardening effects, a second LSP forming
treatment with the same laser power results in negligible
improvement whereas a third treatment, with 50%
increase in laser power, further improves the SLM
surface distortion conformance to approximately 91%.

— For a given laser total energy, it is found that using a
smaller laser spot size with the LSP forming treatment
(i.e., increased power density) is more effective in
reducing the vertical distortion of the upper surface of
the SLM build.

— Average surface roughness (Ra), as predicted by the
LSP forming treatment (not including laser ablative
effects) is also reduced by 41%, while root-mean-
square roughness (Rq) is reduced by 37%, relative to
the as-built SLM surface.

— Considering uniform LSP forming treatment tempera-
tures ranging from 300 to 500 K (well below recrystal-
lization for 316L), it is found that 300 K is the most
effective temperature for reducing the surface distortion
of the SLM build.
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