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Abstract

To predict the residual stress distribution of the Ti-4Al-1.5Mn (TC2) alloy in the manufacturing process, quickly and accurately,
a precise dynamic constitutive model for rheological behavior and a new simplified approach for numerical simulation were
proposed. The dynamic stress-strain curves indicate that the enhancement effect and plasticizing of the TC2 alloy are sensitive to
high strain rates. The dispersed 3 particles play an important role in the formation of the adiabatic shear band and not widened
significantly. The average relative error of 1.04% and the correlation coefficient of 0.9949 indicate that the modified Johnson-
Cook constitutive model well describes the rheological behavior. Then, with the help of the Almen test, an efficient but simplified
approach was proposed to achieving coverage and uniform loading in simulation. At last, the residual stress contribution of the
TC2 alloy in the shot peening test is in a good agreement with the simulation results by random multipellet model.
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1 Introduction

Ti-4Al-1.5Mn (subsequently referred to as TC2) is a kind of
o+ 3 type titanium alloy, which has the characteristics of low
density, high specific strength, good plasticity, and
weldability [1-3]. Therefore, its sections, sheets, and pipes
are widely used in aircraft wings, flaps, tubing, and other
components. In order to increase the service life of parts, shot
peening is a common process used to improve the fatigue
resistance, which can form residual compressive stress inside
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the required locations of the components [4—7]. In the actual
application, it is an important task to determine the process
parameters quickly and accurately with numerical simulation
[8-10]. For the TC2 alloy, a precise dynamic constitutive
model for rheological behavior and an approach for numerical
simulation are very timely studies in shot peening process
researches.

The dynamic response of metals at high strain rates is quite
different to that of quasi-static deformation. Working in the
dynamic response of metals started primarily a few decades
ago, and the investigations of various metals at strain rates
ranging from 10> to 10% s™' had been done recently. Via
the dynamic experiments on titanium alloy TC4 (Ti-6Al-
4V), aluminum alloy AA7075, and magnesium alloy AZ80,
Elmagd and Abouridouane found that the flow stress of these
materials increased with the strain rate and shown different
degrees of strain rate sensitivity [11]. Many scholars had paid
attention to the dynamic flow behaviors of titanium alloy and
its constitutive model at high strain rate deformation [12—16].
The strain rate sensitivity in the rheological behavior and the
adiabatic shear in the microstructure were discussed in these
studies. It is found that the hardening effect in high strain rate
caused by the kink deformation of the microstructure and the
instantaneous deformation concentrates in the narrow area,
and then forms an adiabatic shear band (ASB), which occurs
in the stress drop stage because of the thermal softening [17].
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Fig. 1 Optical micrograph of the
original microstructure of the TC2
alloy (a, 50%; b, 1000x)

In room temperature, it is a usual method to describe the rhe-
ological behavior of materials at high strain rates with
Steinberg-Cochran-Guinan (SCG) model [18], Zerilli-
Armstrong (Z-A) model [19] and Johnson-Cook (J-C) model
[20]. SCG model and Z-A model were constructed based on
the principles of material physics; therefore, the number of
parameters and complexity of the formulas exceeds the J-C
model. For the TC4 alloy, an oc+ 3 type titanium alloy like
TC2, Bhalerao et al. [21] and Che et al. [22] studied the J-C
model and modified it to well validate the flow stress predic-
tion, but the prediction of stress response at room temperature
is not satisfactory. In summary, the role of diffusion f3 in the
dynamic mechanical characteristics of titanium alloys is rarely
studied, and the above-mentioned J-C models cannot be used
for the TC2 directly.

Due to its timesaving property that reduces economic cost,
the numerical methodology was widely used to acquire further
knowledge of shot peening and applied in process optimiza-
tion [23, 24]. In shot peening simulation, dynamic explicit
procedures are better suitable for fast non-linear contact with
higher efficiency and robustness [25, 26]. Chen et al. provided
a comprehensive review of numerical simulation and optimi-
zation of the shot peening found in the existing literature over
the past decade [27]. Besides the constitutive model of the
target material, coverage and intensity are two important pa-
rameters characterizing reproducibility (including quality and
effectiveness) in a shot peeing process and must be controlled
reasonably [28-32]. Building a random multipellet model is a
major way to achieve coverage [33, 34]. The random
multipellet model setup by Miao et al. and Gangaraj et al.

Strike bar @

[35, 36] are more advantageous than the regularly arranged
models in predicting the surface state of the target materials,
built by Meguid et al. and Majzoobi et al [37, 38] For realistic
shot peening, Chen et al. established a model with 1500 pellets
randomly distributed, while the huge amount of calculation
brings inefficiency [39]. Meanwhile, numerical results obtain-
ed through the area-averaged method were reported to have a
better correlation with experimental data measured through
the X-ray diffraction method [29, 40, 41].

The purposes of this work are to obtain insights as follows:
(a) studying the dynamic mechanical properties of TC2 alloy
from 1000 to 5000 s ' at room temperature with Split
Hopkinson Pressure Bar (SHPB) technique; (b) providing a
precise dynamic constitutive model with adiabatic tempera-
ture rise for shot peening simulation; and (c) formulating a
new efficient approach to achieve coverage and uniform load-
ing in simulation and predicting the residual stress distribution
in the specimen accurately.

2 Experimental procedure
2.1 Experimental procedure

The material used in this study is a TC2 titanium alloy, with main
compositions (wt.%) of 3.92 Al, 1.41 Mn, 0.08 Fe, 0.005 N,
0.002 H, 0.15 O, and Ti balance. Figure 1 shows the original
microstructure of the as-received TC2 alloy sheet.

According to ASTM ES8, the tensile test of the TC2 alloy at
the strain rate of 10 s~ ' was carried out on the electronic

Incident bar Simple Transimitter bar Damping device
\ / \
X \
=R = ,
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gsgm Laser velocimeter

Dynamic strain collector
and computer

Fig. 2 Schematic of the SHPB system
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Fig. 3 Illustration of the TC2 alloy model used in the numerical simulation: (a) single pellet and (b) multiple pellets

universal tester UTM-5504X. With a low speed wire-cutting
electrical discharge machine and a precision grinder, cylinder
specimens for high strain rate dynamic compression test were
prepared in the following two sizes:@4mm x 2mm and
@2mm x 2mm. Dynamic mechanical behavior of the TC2
alloy at high strain rates that range from 1000 to 5000 s
was tested using a Split Hopkinson Pressure Bar (SHPB) de-
vice and struck three times at each strain rate to ensure the
accuracy of the experimental data. The SHPB device consists
of a striker bar, an input (or incident) bar, and an output (or
transmitted) bar as shown in Fig. 2.

The TC2 alloy specimens after SHPB tests were ground
sequentially up to P2000 grit under running water and then

Input the number N and the diameter d of pellets,
define the range of positioning coordinates

Generate positioning coordinates of the first pellet
(x1,¥1,2;) randomly

Generate positioning coordinates of the iy, pellet
(xi,yi,2;) randomly

Judge the non-interference
of new pellet with others
2 2 2 P
xi—x5) +(vi-y) +(zi-z) >d?
j=1:(i-1)

With the diameter d, build the models of all pellets

End

Fig. 4 The algorithm diagram of generating » random pellets

mechanically polished. The treated specimens were etched
using 1% HF + 2% HNO; + 17% H,O (volume fraction) so-
lution for 25 s to obtain optical microscopy images by
OLYMPUS.

In shot peening experiment study, the TC2 alloy sheet of
3 mm thickness was used as the raw material and cut into
300 x 600mm>. The shot peening was performed on a CNC
shot peening machine MP4000, and the nozzle is 180 mm
away from the target along the shot direction perpendicular
to the surface. In this shot peening process, at a shot peening
flow rate of 8 kg/min, the ceramic pellets AZB425 (diameter
0.425 mm) were driven by an adjustable high-speed air pres-
sure from 0.1 to 0.4 MPa. As calculated in Section 3.3, the
shot peening velocity in the tests was set from 30 to 60 m/s.

In order to obtain the residual stress distribution of the shot-
peened samples, an LXRC-COMBO type X-ray stress tester
was prepared. Before that, portable electrolytic polishing de-
vice was used to achieve different depths in the shot-peened
area and a new surface of 20 pwm deeper was obtained per step.
After the test, three random different points at each surface
were measured to ensure the reliability, and the average value
of these points was calculated as the surface residual stress of
each depth.

2.2 Numerical methodology

The numerical analysis elaborated with the FE software
ABAQUS and a dynamic explicit calculation mode had been
used during the numerical calculation. Within the numerical
simulation, the ceramic pellet was considered as a rigid body.
To save the calculation time, the 1/2 symmetric model of the
cross-section 2 x 1 x Imm® dimension was constructed in the
single pellet simulation. The TC2 alloy has been considered as
an elastic-plastic model using C3D8R linear hexahedral ele-
ments, constructed and modified in detail in Section 3.2.
Refining the mesh in the center to 0.02 % 0.02 x 0.02mm°>,
there are 85,750 finite elements as shown in Fig. 3a. The
bottom surface of the substrate has been constrained.

In addition, in order to make the simulation research the
same as the actual process, a model of multiple pellets shot
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Table 1 The material parameters

of SAE 1070 in the Almen test Basic material parameters

Parameters of Johnson-Cook constitutive

model
Density (t mm >)  Young’s modulus (MPa)  Poisson ratio A B C n
7.8E-9 2.05E5 0.29 1408 600.8 0.0134 0.234

peening was elaborated. As shown in Fig. 3b, it included n
random pellets in the rectangular parallelepiped, achieving
close to 100% coverage in the 1 x Imm? area.

In order to simplify the simulation based on the shot
peening process, some assumptions were set as follows in this
study: each pellet hits the material only once and ignores the
collision between the pellets. After defining the center of the
sprayed zone as the origin of coordinates, the positioning co-
ordinates of n random pellets should follow Eq. (1).

Xmin < X;j < Xmax

ymin<yi<ymax (1)
Zmin < Zi < Zmax

Where, (x;, y;, z;) is the positioning coordinate of the iy, ran-
dom pellet and X;in, Xmaxs Ymin» a0d Vmax are the boundary of
the sprayed area. The value of z,,;, equals to pellet radius, and
it is 0.2125 mm in this case. With the change of z;,,y, running
time and coverage of the process simulation could be con-
trolled properly. With the random function of MATLAB,
the positioning coordinates of » random pellets generated fol-
low an algorithm, shown graphically in Fig. 4.

The number of random pellets n determined by the crater
diameter, deformed by single-pellet impact on the target sur-
face. Besides the material properties of pellets and as-received
TC2 alloy, the most important factor affecting the crater di-
ameter is the shot peening intensity, which can be expressed
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Fig. 5 Stress-strain curve of TC2 alloy under the quasi-static and
dynamic conditions
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by Almen gage with standards of SAE J422 and AMS 2430
[42]. Table 1 lists the material parameters of specimens used
in the Almen test, which is SAE 1070.

Equation (2) provides an expression for the moment of
Almen test strip at different conditions, mainly derived from
the residual stress distribution. The bending arc height value
of Almen gage, that is, shot peening intensity, was caused by
different process parameters and described through Eq. (3).

M = [0,(z)zdS (2)
3ML?
"= s ©

In Egs. (2) and (3), M is the bending moment, S is the
section area, z is the distance from the element to the target
surface, and o,(z) is the average transverse residual stress of
the element at a distance z to the surface, that is S;; in the
analysis result with ABAQUS. H is the value arc height; £ is
elastic modulus; L is half the distance between the support
points of the arc height gauge; and B and /4 are the width
and thickness of the Almen gage.

Finally, with the shot peening intensity determined by
Almen test, the loading in the process test and numerical sim-
ulation achieved are almost the same. The shot peening pro-
cess parameters are unified in simulation and production,
which include material, processing time (coverage), shot
peening direction, and shot intensity. Then, the results of the
simulation and tests are compared to evaluate the feasibility
and accuracy of the simulation path in this research.

3 Results and discussion
3.1 Dynamic mechanical properties
3.1.1 Stress versus strain response

Details of stress-strain curves of different samples at high
strain rates of 1100, 1900, 2500, 3500, 4200, 4800, and
5400 s ' are revealed in Fig. 5. The flow stress of the TC2
alloy at high strain rates is significantly higher than quasi-
static conditions, and with the slopes of the steady-state rheo-
logical stage at different strain rates, it can be analyzed that the
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Fig. 6 Photos and
microstructures of the specimens
after dynamic compression test:
(a, A) 1100 % (b, B) 2500 s ';
(¢, C) 3500 s "; (d, D) 4200 s ';
(e, E) 4800 s !

dynamic strain hardening at high strain rate is greater than that
0f 0.001 s™".

The dynamic rheological behavior of the TC2 alloy at high
strain rates is the result of strain hardening and thermal soft-
ening, while the effect of strain hardening weakens by thermal
softening. As shown in Fig. 5, because of strain hardening, the

Y Cutting
£ section

loading direction

dynamic rheological stress increases faster at the low strain
stage. However, the stress growth rate of the TC2 alloy slows
down in the high strain stage, and even a slow decline phe-
nomenon occurs at the higher strain rates, which can be ex-
plained with the dominance of the thermal softening effect.
The instantaneous dynamic plastic deformation of the TC2
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Fig. 7 Accuracy of initial Johnson-Cook model for TC2 alloy at high
strain rate

alloy at room temperature is an approximate adiabatic process,
and the energy generated by high-speed plastic deformation
leads to the thermal softening.

With the comparative analysis of ultimate strain values and
maximum stresses at different strain rates in Fig. 5, the dy-
namic mechanical properties of the TC2 alloy were summed
up as follows. First, the flow stress of the TC2 alloy and the
maximum stress in a fixed strain rate increase with the strain
rate, which indicates the existence of a significant enhance-
ment effect of strain rate. Second, the ultimate strain of the
TC2 alloy at each strain rate increases with strain rate and
extends the stable plastic deformation stage, which demon-
strates a significant strain rate plasticizing effect. However,
there is no big change in the ultimate strain value when the
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Fig. 8 The relationship of AT with € (a) and A(AT)/0e with c (b)
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strain rate exceeds 4800 sfl, that is, the plasticizing effect

subsides. Meanwhile, the enhancement effect of strain rate is
obviously weakening.

3.1.2 Microstructure characterization

In order to analyze the internal mechanism of the dynamic
mechanical properties exhibited previously, photos (a—e) and
microstructures (A—E) are presented in Fig. 6 except for the
samples that are obviously broken into two parts at the strain
rate of 5400 s . Compared with the as-received material,
there is no obvious change in the grain size and shape of the
compressed sample at a low dynamic strain rate. However, at
a strain rate of 2500 s ! (Fig. 6b), an adiabatic shear line
(ASL) about 45° to the loading direction is observed. In addi-
tion, there is an obvious 45° adiabatic shear band (ASB) and a
certain plastic flow on both sides in the samples at 3500 s
(Fig. 6¢). Beyond the elastic deformation stage, more kinetic
energy promotes plastic deformation along the slip surface
with more point and surface defects, and the instantaneous
deformation is concentrated on the weakest shear surface to
form an adiabatic shear band. The temperature caused by
high-speed deformation promotes the acceleration of atomic
motion, and then the grains are twisted and the shear band is
formed. At the same time, some micro-cracks appear in the
adiabatic shear zone. With the increasing strain rate (Fig.
6d,e), the adiabatic temperature rise continues to increase,
the resistance to dynamic deformation of the TC2 alloy de-
creases, and the increasing strain promotes the propagation of
micro-cracks in the adiabatic shear zone, which eventually
results in shear fracture of these samples.

Comparing the width of ASBs at different strain rates, the
value does not change significantly with the increasing strain

b)

520

so0lk T Fitting line

IS

®

S
T

AATYoe IK
N
3
T

N

N

o
T

A(AT)/0e = -5.12x10°e*+0.0576+349.9

IN

)

=1
T

400

L 1 L 1 L
1000 2000 3000 4000 5000 6000

Strain rate,s/s”



Int J Adv Manuf Technol (2020) 111:2733-2747

2739

rate. The black particles (3 phase) gather on the boundary of
ASB, which are distributed in the matrix uniformly, while the
density in the ASB is decreasing. According to the picture of
the partially enlarged microstructure in Fig. 6c, the dispersed
[3 phase in the TC2 alloy slips to the boundary of the ASB
because of the dynamic stress, and two obvious blocking
bands formed. Meanwhile, the excess impact energy promotes
the generation and propagation of micro-cracks at the strain
rate 0f 3500 s~ . The energy provided by the higher strain rates
(Fig. 6d,e) cannot move the slip block of 3-accumulated fur-
ther to both sides; instead, it accelerates the sharp deformation
of the low-resistance o-phase matrix and the fracture of the
sample along the ASBs. Therefore, the width of ASBs has not
increased significantly but the samples split in half.

3.2 Johnson-Cook constitutive model and
modification

3.2.1 Initial model

The precise dynamic constitutive model directly affects
the dynamic mechanical response accuracy of materials
in simulation. A material model that accurately de-
scribes the dynamic stress-strain relationship is the basis
of the shot peening process simulation. The traditional
formula of the Johnson-Cook model includes strain
hardening term, strain rate term, and temperature term,
which respectively describe the effect of strain harden-
ing, strain rate hardening, and thermal softening during
plastic deformation, as shown in Eq. (4).

I .
o= (A+Be")|1+Cln— | (1-T™) (4)
€0
1600
= 1100s™
e 1900s™
1400 A 2500s™
© v 3500s
o -1
s 4200s
2 1200 < 4800s™
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[%2])
e}
Q .
k3]
B 1000 | 0% R=0.9949
o ,x:.l ARRE=1.04%
»
A
800 [ 3
1 " 1 " 1 " 1 "
800 1000 1200 1400 1600

Experimental stress/MPa

Fig. 9 Accuracy of the modified Johnson-Cook model for TC2 alloy at
high strain rate

Where, T°=(T—-T)/(T,,—T,), A, B, C, n are the mate-
rial correlation coefficients of hardening, determined by
experiment. € is the reference strain rate; m is the sen-
sitivity coefficient of temperature; 7" is the deformation
temperature; 7, is the reference temperature (usually
room temperature); and 7, is the melting point of the
material. The shot peening process is taken in the room
temperature, and the temperature term of the traditional
JC model can be regarded as 1. Then, compute the
other parameters in two steps. First, taking 0.001 s '
as reference strain rate, the values of A, B, n obtained
by the non-linear fit of the strain-stress curve without
elastic section, A=679.8MPa, B=458.5MPa, n=0.324.
Second, the C at each strain rate was calculated from
the fitting of the stress-strain curve, and the average of
them is 0.0255. In summary, the model can be
expressed by Eq. (5).

o = (679.8 + 458.5¢"3*) (1 +0.0255In 0501> (5)

The average relative error (AARE) and correlation coeffi-
cient (R) were used to measure the fitting accuracy of this
model, and the details are shown as following formulas.

v
(%) (o)

R )

With the comparison between the fitted results of initial
Johnson-Cook model and experimental data, as shown in

AARE = ?il‘(Ei_Pi)/Ei| x 100% (6)
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Fig. 10 Energy versus time curve of the model in the single pellet impact

@ Springer



2740

Int J Adv Manuf Technol (2020) 111:2733-2747

Fig. 7, the AARE =0.9807 and the R =6.55%. Obviously,
this model has not yet to meet the requirement for guarantee-
ing simulation accuracy.

3.2.2 Modified model with adiabatic temperature rise

As discussed in the analysis of the thermal softening
effect previously, the temperature rise of adiabatic shear
affects the rheological behavior of the TC2 alloy at high
strain rates. It is important to incorporate adiabatic
heating into the model, which is caused by transient
plastic strain accumulation. In the room temperature,
the effect of thermal softening comes from the compre-
hensive action of strain and strain rate, which can be
defined as Eq. (8). Meanwhile, Eq. (9) has been exten-
sively used to estimate the temperature rise (A7) during
high strain rate deformation.

AT \* :
Th= (Tm_Tr> =f<€7 5) (8)
AT = % Jode, 9)

Where, T, is the temperature term; k is the correspond-
ing sensitivity coefficient of temperature; p is the mate-
rial density, 4550 kg/m?; C, is the specific heat capacity
of the material, 0.526 kJ/(kg-K); [ is the conversion
coefficient from deformation work to thermal energy;
and the prevalent perspective is to define § as 0.9;
and ¢, and o are the plastic strain and corresponding
stress at high strain rates, respectively.

With Eq. (9) and stress-strain curves at different
strain rates, the adiabatic temperature rise A7 can be

a)

S, s11

(Avg: 75%)
+4.511e+02
+2.870e+02

A et
-+

calculated, and the relationship between AT and the
strain ¢ is shown in Fig. 8. The value of the adiabatic
temperature rise increases with the strain and shows an
approximately linear relationship.

With the slope O(AT)/0e at each strain rate, scattered points
are listed in Fig. 8b. These points show a clear parabolic func-
tion relationship, defined as:
OAT)/0e =D& +E-c+F (10)

Calculated by integration, the adiabatic temperature rise
can be expressed as in the following formula:

AT = [§ (0(AT) /0e)de, = (D& + E -2+ F) -5,

+G (11)

Where, D, E, F, G are the constants; ¢, is the plastic
strain; and e, =¢—0.008. When plastic strain equals 0,
the adiabatic temperature rise A7 is also 0 and
substituted into Eq. (11) to get G=0. Other parameters
are obtained by binomial fitting in Fig. 8b. The modi-
fied Johnson-Cook model has the form of Eq. (12), and
all the parameters can be computed by following the
fitting procedures described previously.

; . k
A (D-£2+E~£+F)-€p
oc=(A+B")| 1+ Cln—
( ) €0 Tm_Tr

(12)

In Origin 2015, for the stress-strain curve at each
strain rate, the corresponding C and k were obtained

o
~

500
AT
0 kiisnsstuas st uiain ...‘..:‘.’...f??f.&.i.'. .....
g |
= AN &
- \\ «
\ i P/
g -500 - / /
@ VAL ;
E / &
2 ‘ g/ = 30m/s
w1 - /
& 0 \ r/// * - 40m/s
/ A —a— 50m/s
/8 v 60m/s
-1500 |- &
0.00 0.05 0.10 0.15 0.20
Distance from surface/mm

Fig. 11 Residual stress distribution cloud (a) and changes in residual stress along the depth (b)
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Fig. 12 Displacement curve of the TC2 alloy surface in the crater section

by nonlinear fitting with Eq. (12). Finally, the average
values of k& and C are 0.089 and 0.062, respectively,
and the detail modified Johnson-Cook model is:

o= (679.8 + 458.5503%4) (1 +0.054/n i) (13)
€0

0.069

<75.12 X107 & +0.057 € + 349.9) - (e-0.008)
T,-T,

As seen in Fig. 9, the scatter of experimental and predicted
stresses is very close to the equal line. With a modified
Johnson-Cook model, the AARE=1.04% and the R=
0.9949. That is, a high-precision material model for TC2 alloy
shot peening simulation has been obtained.

3.3 Simulation of shot peening process
3.3.1 Single pellet

In order to achieve the uniformity of the shot peening test and
simulation process, it is necessary to ensure that the dynamic
response of the TC2 alloy and loading in the simulation are the
same to the test procedure. The constitutive model keeps the
mechanical response accuracy of the TC2 alloy, and loading
in simulation depends on the shot speed of pellets except for
the shot peening angle 90°. The actual velocity of pellets in
shot peening was determined by the projectile diameter, shot
gas pressure, and shot peening flow rate. The average velocity
of the shot peening was calculated by an empirical formula.
163.5p 295p

_ 48.3 14
VS 153 m - 10p  0.598d 4 10p | OF (14)

Where, v is the average velocity of the shot peening (m/s); d is
the projectile diameter (mm); p is shot gas pressure (MPa);

and m is the shot peening flow rate (kg/min). The CNC shot
peening machine MP4000 in this research provides a shot
peening flow rate of 8 kg/min and an adjustable air pressure
from 0.1 to 0.4 MPa. The pellets used in this test were
AZB425 with a diameter of 0.425 mm, and the achievable
shot peening average velocity range is 30~60 m/s via calcula-
tion with Eq. (14). Because the loading is a uniform speed
without acceleration, the distance from the pellet to the target
surface was ignored. Therefore, along a vertical shot direction,
four kinds of loading (30, 40, 50, and 60 m/s) were carried out
in the study of single-pellet simulation.

First, Fig. 10 represents a diagram to describe the change of
energy in the single pellet simulation at a velocity of 30 m/s.
After the single pellet touching the surface, the kinetic energy
gradually transforms into the internal energy for material de-
formation, and then forming a crater. From 0 to 0.46 ps, the
kinetic energy drops from 0.069 mJ to zero, and the internal
energy reaches a maximum value of 0.068 mJ. The elastic
recovery of the TC2 alloy pushed the pellet off the surface,
as the performance of the conversion from material internal
energy to pellet kinetic energy. Internal energy remained in
the TC2 alloy still near 0.023 m] after the collision, which
leads to plastic deformation and residual stress.

In addition, although the C3D8R unit used in the model
meshing improved the calculation efficiency, it also caused an
hourglass numerical problem. The artificial strain energy was
explained by the hourglass deformation in simulation and the
value was only about 2% of the internal energy, which shows
little effect on the calculation results.

Second, according to the shot peening stress strengthening
mechanism, the formation and propagation of the surface
crack inhibited mainly due to the transverse residual stress
[43]. Therefore, the residual stress studied in this research is
the residual stress Sy, that parallels to the target surface in the
numerical simulation. Figure 11a shows the residual stress
distribution cloud of the target after a single pellet impact,
and Fig. 11D illustrates the changes in residual stress along
the depth at different shot peening velocities.

The above-mentioned figures illustrate the fact that a crater
appears after a single pellet impact and a residual stress field
near the crater. When the pellet rebounded, the elastic recov-
ery of the material acted on the plastically deformed crater and
residual compressive stress was generated, while the internal
is in a state of tensile stress to achieve equilibrium. As the

Table 2 The crater depth and diameter at different shot peening
velocities

Shot peening velocity (m s™') 30 40 50 60
Crater depth (um) 5.87 7.88 9.93 11.63
Crater diameter (1m) 107.6 126.9 143.6 150.9
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Fig. 13 The coverage of sprayed
zone with n random pellets

»

depth from the surface increases, the residual compressive
stress increases to the maximum and then decreases to zero
and even turn to tensile stress. With the impact velocity in-
creased from 30 to 60 m/s, the depth of residual stress in-
creased from 40 to 55 um, and the maximum residual com-
pressive stress value raised from 1360 to 1570 MPa, while the
surface residual compressive stress reduced from 151 to
20 MPa. Therefore, the proper shot peening speed can ensure
a good residual stress state, which contains a higher residual
compressive stress and a better surface residual compressive
stress.

Finally, as shown in Fig. 12, the node displacement along
the surface in the crater section was obtained and the displace-
ment curves were plotted under different shot peening veloc-
ities. The distance between the two points which are close to
the impact center and having zero displacement was taken as
the crater diameter. It can be seen clearly that the maximum
displacement in the crater section is at the center of the impact
crater, and the convexity of the crater edge was deformed by
the plastic flow of the TC2 alloy. The higher the shot peening

n=180C, =964% n=210,C, = 98.2%

velocity, the deeper the crater, the larger the crater diameter,
and the higher the raised edge. After the measurements, the
results of the crater depth and diameter at different velocities
are summarized in Table 2.

3.3.2 Determine the value n and shot peening intensity

With the crater diameters at different shot peening velocities
and the number of random pellets 7, the coverage of the
sprayed zone was calculated. In the sprayed zone, the cover-
age rate C,, is the percentage of crater coverage area, and that
is 1 minus the percentage of the non-crater area. First, draw a
1 x 1 mm? rectangle to represent the sprayed area, and then
painted craters with projected coordinates from the pellets
along the shot peening direction, and finally formed the dia-
gram of coverage at different processes.

Figure 13 illustrates six examples of the coverage of
sprayed zone with n random pellets at 50 m/s. When n reaches
90, because of the increasing crater overlap rate, the coverage
rate grows slowly as the number of pellets increases. In order

Table 3 Shot peening intensity

and n for full coverage at different Shot peening velocity (m/s) Shot peening intensity (mmA) Number of pellets
shot peening velocities

30 0.138 460

40 0.170 335

50 0.193 210

60 0.220 160
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Fig. 14 Calculation curve of arc height in Almen test simulation

to reduce the amount of calculation and ensure the validity of
the simulation results, it is considered that a full coverage of
shot peening surface was achieved when C,, is greater than
98%.

According to the method described in Section 2.2, a nu-
merical model with n pellets was built to achieve full cover-
age. Through the standard of SAE J443, the shot peening
intensity is the arc height value of a point. As shown in Fig.
14, this point coordinate meets the following condition: when
the shot peening time doubled, the exact 10% increments of
the arc height were obtained. After simulation and calculation,
Table 3 summarizes the shot peening intensity and » for full
coverage at different shot peening velocities.

Fig. 15 The surface stress state at
different shot peening velocities
(a, 30 m/s; b, 40 m/s; ¢, 50 m/s; d,
60 m/s)

3.3.3 Multiple pellets

At the various shot peening velocities, the residual stress dis-
tributions of the TC2 alloy were exhibited with the impact
energy. The cloud of residual stress on the surface and along
the depth section at different shot peening velocities is illus-
trated in Fig. 15. It can be seen that when the shot peening
velocity increases from 30 to 50 m/s, the surface residual
stress and the coverage area both gradually increased.
Nevertheless, the two indicators less changed when the veloc-
ity reaches 60 m/s, and tensile stress appeared in the sprayed
zone because of stress relaxation.

Figure 16 shows the distribution of the residual stress along
the depth direction at each velocity. With the increasing shot
peening velocity, the compressive residual stress layer be-
comes deeper and the growing tensile stress area shifts inward
gradually. In these cloud pictures, the residual stress ranges
from 1700 MPa of compression to 500 MPa of tensile stress.
However, the depth of compressive residual stress no longer
increases at the velocity 60 m/s, but the area of tensile stress is
still expanding.

In order to study the influence of shot peening velocity on
the residual stress distribution of the TC2 alloy, the average
residual stress at different depths in the study area was calcu-
lated with the method mentioned in Section 2.1. The average
S11 of five nodes at each depth in the simulation result was
computed in order along the z direction, and Fig. 17 illustrated
the change curves of the average residual stress along the
depth direction at different shot peening velocities. The resid-
ual compressive stress increases with depth at first, and then
decreases to 0 and change into residual tensile stress, and

(b) s, s11

(Avg: 75%)
+7.000e+02
+5.083e+02
+3.167e+02
+1.250e+02

-1.025e+03
-1.217e+03
-1.408e+03
-1.600e+03
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Fig. 16 The distribution cloud of residual stress along the depth section at different shot peening velocities (a, 30 m/s; b, 40 m/s; ¢, 50 m/s; d, 60 m/s)

finally turn to 0 again at about 0.30 mm depth. Meanwhile,
after multiple pellets impact, the maximum residual compres-
sive stress layer becomes deeper, but its value becomes small-
er because of the hedging effect, which can be interpreted that
the later crater changed the beside crater stress state formed
earlier.

3.4 Result in the shot peening test

The shot peening test was carried out with a CNC machine
MP4000 according to the experimental procedure mentioned
previously, and the material in the test is the as-received TC2
alloy sheet. With the Almen test, the process parameters in the
test and simulation were unified by shot peening intensity and
coverage. The intensity was determined by pellet diameter,
shot gas pressure, and shot peening flow rate, as the calculated
intensity at different velocities in Table 3, defined in
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Fig. 17 Distribution curve of the average residual stress along the depth
direction at different shot peening velocities
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Section 3.3. The consistency in the test and simulation was
expressed by the arc height of Almen gage at different condi-
tions. Meanwhile, the processing time was unified with the
coverage of at least 98%. The method in the simulation was
presented in Section 3.3. While in the shot peening test, the
processing time is the time for reaching the coverage. The
coverage was expressed by the percentage of blue paint that
disappeared in the sprayed zone, which was coated before shot
peening.

After shot peening tests, with an X-ray stress tester and
portable electrolytic polishing devices, the change curve of
the average residual stress along the depth direction at differ-
ent shot peening intensities was illustrated in Fig. 18.

It can be seen from Fig. 18 that the residual stress distribu-
tion after shot peening is consistent with the numerical analy-
sis results. In order to analyze the results of experimental and
numerical simulation quantitatively, five eigenvalues were
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Fig. 18 The average residual stress distribution curve of TC2 alloy with
depth after shot peening processes
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Table 4 Comparison of residual
stress in simulation and test under Shot Surface Maximum Depth of Depth of Maximum
different shot peeing intensities peening residual compressive maximum compressive tensile
intensity stress residual stress compressive residual stress residual
(mmA) (MPa) (MPa) stress (um) layer (um) stress (MPa)
Test 0.136 —5335 —988.4 38.2 103.5 153.7
Simulation 0.138 -513.0 —948.8 41.0 103.6 137.4
Error (%) -15 3.8 4.0 -73 -0.1 10.6
Test 0.173 —583.0 —1029.1 39.7 116.6 163.8
Simulation 0.170 —559.9 —1004.5 42.8 118.2 156.5
Error (%) 1.7 4.0 2.4 -7.8 -14 4.5
Test 0.190 —618.5 —1084.3 38.5 128.0 199.2
Simulation 0.193 —561.9 —1047.9 435 1283 181.2
Error (%) -1.6 9.2 3.4 -13.0 -02 9.0
Test 0.222 -629.0 —1099.5 38.3 139.2 219.3
Simulation 0.220 —609.1 —1096.8 434 137.8 208.3
Error (%) 0.9 32 0.2 -133 1.0 5.0

extracted for comparison at different shot peening intensities,
and the comparison results are presented in Table 4. These
eigenvalues mainly include surface residual stress, maximum
compressive residual stress, depth of maximum compressive
stress, depth of compressive residual stress layer and maxi-
mum tensile residual stress. Based on the velocity in the sim-
ulation, the shot peening tests were carried out at four inten-
sities, 1.e., 0.136, 0.173, 0.190, and 0.222 mm A.

As seen from Table 4, the error of the experimental results
and the numerical analysis results is not more than 15%,
which has a good match. The value of compressive residual
stress in the test is higher than that of the simulation, so is the
maximum tensile residual stress. The main reasons for these
errors analyzed are as follows: First, the interference between
the pellets was ignored in the numerical analysis, but there are
a lot of pellet collisions in the shot peening test. That is, the
number of pellets hitting the target in the shot peening test is
significantly more than that of the simulation. Second, the shot
peening intensity in the numerical simulation is calculated
with formula, while measured in the test, and the error pro-
duced [44].

In summary, the material constitutive model at high strain
rates and numerical methodology in this study can achieve the
prediction of residual stress distribution in the shot peening
process, and the simulation results are in good agreement with
the experimental results.

4 Conclusions

1. During the high strain rate deformation, the TC2 alloy
exhibits an obvious effect of strain rate plasticizing and
enhancement, and the dispersed [3 particles are the

important reasons that the width of ASBs changes insig-
nificantly at different strain rates.

2. The modified Johnson-Cook model with adiabatic tem-
perature rise can better characterize the dynamic rheolog-
ical behavior of the TC2 alloy, a good prediction accuracy
expressed by the AARE =0.9949 and the R = 1.04%.

3. Based on the scientific construction of the simulation
model and the rationalization of process parameters, this
simulation can better predict the residual stress distribu-
tion of TC2 alloy during the actual process.
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