The International Journal of Advanced Manufacturing Technology (2020) 110:1153-1161

https://doi.org/10.1007/500170-020-05867-w

ORIGINAL ARTICLE

NC machining verification algorithm based on the STL model

®

Check for
updates

Ying Miao'? - Xiaowen Song* - Jun Wang'? - Zhonghua Lu'*?

Received: 29 April 2020 /Accepted: 31 July 2020 / Published online: 20 August 2020

© Springer-Verlag London Ltd., part of Springer Nature 2020

Abstract

An algorithm to assess the deviation of a machined workpiece model for a nominal part of the stereolithography (STL) model-
based numerically controlled (NC) machining verification is presented, which is inspired by several algorithms used for evalu-
ating the difference between two triangular meshes of similar shape, and some improvements are made. First, each triangle of the
machined workpiece model is sampled under a user-defined sampling step . Then, the signed distance between each sample and
the nominal part is computed to obtain the maximal error, minimal error, and mean error between the two STL models. Finally, a
background grid is constructed to quickly search for the triangle closest to the sampling point. The experimental results demon-
strate that the accuracy can be improved by sampling all the triangles, including those too small to be sampled under the current
sampling step J. The efficiency can be increased by applying a background grid, and the undercut and overcut areas can be easily
detected by coloring the machined workpiece model according to the signed distance associated with each sample.

Keywords NC machining verification - STL model - Sampling step - Signed distance - Background grid

1 Introduction

NC machining simulation, which simulates and evaluates the
actual NC machining process via computer graphics, has be-
come an important step in modern manufacturing. By simu-
lating the machining process prior to the actual cutting oper-
ation, inefficiency and errors in the tool path can be reduced
and corrected at the programming stage. NC machining sim-
ulation technology contains two aspects: material removal
process simulation and NC machining verification. The mate-
rial removal process simulation realized via consecutive
Boolean subtractions between the updated workpiece and
the cutter swept volume is used to detect collisions and predict
the final workpiece shape. NC machining verification
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algorithms are used to compare the geometrical differences
between the simulated workpiece and the nominal part and
to estimate whether the difference is within the allowable tol-
erance zone. NC machining simulation methods can be cate-
gorized into four major approaches according to the work-
piece representation model, including the solid-based ap-
proach, object space-based approach, image space-based ap-
proach, and hybrid approach.

In the solid-based approach, the workpiece is represented
by a constructive solid geometry (CSG) [1] or boundary rep-
resentation (B-rep) model [2]. The material removal process is
simulated by an explicit Boolean subtraction operation be-
tween the workpiece model and cutter swept volume [3],
and verification is achieved by calculating the Boolean differ-
ences between the workpiece model and the nominal part. The
solid-based approach can provide a precise and detailed geo-
metric representation but requires heavy computational
efforts[4], as the computation cost is reported to be O(n*) in
the worst case using CSG and estimated to be O(n'~) using
the B-rep, where 7 is the number of cutter movements [2].

In the object space-based approach, the workpiece is ap-
proximately represented by a collection of basic geometric
elements within the given accuracy. The object space-based
approach can be further classified into the Z-map-based [5],
vector-based [6], and voxel-based [7] approaches, where the
workpiece is represented by three-dimensional (3D)
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histograms, surface points with vectors, and cubic cells, re-
spectively. The object space-based approach suffers from the
conflict between simulation accuracy and efficiency because
the accuracy enhancement is inevitably accompanied by dras-
tically increased computation time and memory consumption
[8].

In the image space-based approach, the workpiece and cut-
ter swept volume are represented by the depth pixel (called
dexel) model. The material removal process simulation is per-
formed in one-dimensional (1D) space by comparing the
depth value of the pixels. Wang and Wang [9] were the first
to apply the dexel model to real-time NC machining simula-
tion. More recently, Sun et al. [10] applied the triple-dexel
model, which contains the dexel information in the X, Y, and
Z directions, to verify the effectiveness of the tool path in a 5-
axis hybrid additive-subtractive manufacturing simulation.
Since Boolean operations are performed in 1D space by com-
paring the depth value of the pixels, the image space-based
approach is the fastest among all the simulation approaches.
However, a true solid model of the updated workpiece is not
directly available.

To take advantage of different workpiece representations,
some studies adopted hybrid representations. Karunakaran
and Shringi implemented an algorithm for converting the
octree into B-rep [11] and applied the algorithm in their NC
simulation system [12], where the workpiece is always stored
as an octree model and the user can convert it into a B-rep for
visual and dimensional verification. Yau and Tsou [13] used
an octree-based voxel representation to save a significant
amount of memory and constructed a triangular mesh from
the voxel data to provide high-resolution and smooth displays.
Lee and Nestler [14] adopted the triple-dexel model to repre-
sent the workpiece and then reconstructed a triangular mesh
from the sampled data by recognizing the feature-sensitive
geometries. In any case, those systems only provide approxi-
mate results for performance optimization.

The authors of this paper proposed an efficient STL model-
based NC machining simulation approach [15], where both
the workpiece and cutter swept volume are represented by
STL models and the cutting process is simulated by
performing consecutive Boolean subtractions between the
two STL models. The STL model-based approach can gener-
ate an exact workpiece model, and the efficiency was im-
proved by applying two spatial decomposition methods:
workpiece division and background grid. In this work, the
authors extended their previous work to investigate the NC
machining verification approach by comparing the STL
models of the machined workpiece and the nominal part, both
of which are represented by a triangular mesh.

The rest of the paper is organized as follows. Some related
work is briefly reviewed in Section 2. The details of the pro-
posed algorithm for NC machining verification are described
in Section 3. The experimental results of the algorithm
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accuracy and efficiency are discussed in Section 4. Finally,
the conclusion is given in Section 5.

2 Related work

The core of NC machining verification is computing a dis-
tance measure between two geometric models, which is an
important problem in diverse fields, including computer
graphics, virtual environment, and geometric modeling.
Various types of distance measures have been extensively
investigated, and efficient algorithms have been proposed
over the past two decades [16].

Metro [17] and MESH [18] are the earliest methods applied
to evaluate the distance between two triangular meshes of
similar shape by sampling each triangle of one mesh and com-
puting the distance between each sample and the other mesh.
However, no sampling analysis is provided, and triangles that
have an area smaller than the sampling step are not sampled;
thus, relevant details in the models’ shape are missed.

Tang et al. [16] presented a fast and simple algorithm to
compute the Hausdorff distance between complicated polyg-
onal models at interactive rates, and the computed distance is
an approximation within a user-specified error bound. The
algorithm was implemented by calculating tight upper and
lower bounds for the exact Hausdorff distance value and then
refining these bounds through polygon subdivision until the
error bound was obtained. The algorithm is sensitive to the
relative configuration of the objects, and its space complexity
tends to infinity as the Hausdorff distance decreases.

Barton et al. [19] presented an exact algorithm for comput-
ing the precise Hausdorff distance between triangular meshes.
The bisectors of the pairs of primitives (i.e., vertex, edge, or
face) are analytically constructed and intersected with the oth-
er mesh, yielding a set of conic segments. For each conic
segment, the distance functions to all of the primitives are
constructed, and the maximum value of their low envelope
function may correspond to a candidate point for the
Hausdorff distance. Due to the high complexity, the worst-
case time complexity was O (n* log n) with a complete
implementation.

Kang et al. presented an algorithm that computes the one-
sided Hausdorff distance from a triangle mesh to a quad mesh
using what is called “matching” and “upper bounding” of the
candidate pieces [20]. Then, they completed the algorithm by
computing the one-sided Hausdorff distance in the opposite
direction: from the quad mesh to the triangle mesh [21].
Combining the two one-sided computational algorithms, the
two-sided Hausdorff distance between the two meshes can be
computed and used to evaluate a quad mesh approximation for
a triangle mesh.

To realize the verification algorithm in the STL model-
based NC machining, where both the machined workpiece
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and the nominal part are represented by a triangular mesh, we
adopt some ideas used in Metro [17] and MESH [18] and
make some improvements. First, the definition of the signed
distance introduced in Metro [17] is adopted in this work
because it can be used to evaluate whether the workpiece is
undercut or overcut. Second, the sampling lattice used in
MESH [18] is also adopted since it leads to significantly sim-
pler computations of integrals over a surface. In addition, to
avoid the loss of detail features, the three vertices of a triangle
whose area is very small are treated as the sample points, so
that each triangle in the STL model will be sampled and the
computed distance will be more accurate.

3 The algorithm

The overall algorithm for NC machining verification, as
shown in Fig. 1, consists of three steps as follows:

Step 1 : Each triangle of the machined workpiece model is
sampled under a user-defined sampling step.

: The signed distance between each sample and the
nominal part is computed, and thus, the maximal er-
ror, minimal error, and mean error between the two
STL models are evaluated.

: A 3D background grid is constructed to quickly
search for the triangle closest to the sampling point,
and therefore, the algorithm efficiency is improved.

Step 2

Step 3

3.1 Surface sampling

The first step of the algorithm is to sample each triangle of the
machined workpiece model, which is achieved in the follow-
ing way: two sides of the triangle are considered as the

1. Surface sampling
Improve

2. Error evaluation

directions for the sampling lattice, as shown in Fig. 2.
According to a given sampling step d, each side is sampled
with » points, and the number of samples in each triangle is
n(n + 1)/2. The smaller the sampling step, the greater the num-
ber of sampling points there are in each triangle, so the algo-
rithm results will be more accurate, but the algorithm efficien-
cy will be lower.

Here, the sampling step ¢ is an important parameter that
will affect the efficiency and accuracy of the algorithm. The
relationships between efficiency and accuracy will be
discussed in Section 4. Given the sampling step J, #' is defined
as:

r_ r

2|Ty| 1
n = + -

52

(1)

N
(S

where |77| is the area of the triangle. In general, »’' is not an
integer. The number n of samples on each triangle side is
obtained by rounding ' to an integer. If § is relatively large
and |7}| is relatively small, the computed »n will be 0 or 1,
which means that the triangle will not be sampled. For models
with a large number of triangles, the proportion of these
unsampled triangles is non-negligible, and thus, the accuracy
of the algorithm results will be affected. Especially in the
machined workpiece model, tiny triangles accumulate at the
cusps between the tool paths, as shown in Fig. 3. If these tiny
triangles are not sampled, the results of the NC machining
verification algorithm are not accurate. To obtain accurate
results, n will be set to 2 if the computed # is less than 2, which
means that the three vertices of the triangle are taken as the
samples when the triangle is too small to be sampled under the
current sampling step 0.

The coordinates of the samples on each triangle are defined
as:

P(i,j) = Pa+iel +je (2)

3. Background grid

Improve construction

Give sampling step 0

accuracy

!

Sample triangles of
workpiece model

!

Take the vertices of very
small, unsampled triangles as

samples

Compute the signed distance
from sample to triangle

I

Compute the signed distance
from sample to nominal part

!

Computer the maximal error,
minimal error, mean error

Fig. 1 The overall scheme of the NC machining verification algorithm

efficiency
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joint bounding box
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v

Filter out the triangles far
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B

Fig. 2 Illustration of a sampling performed on triangles for n = 6

where 0<i<n—1,0<j<n—1-i, ej= (Pg—Pa) /(n—1),
and e;= (Pc—Py4) /(n—1).

3.2 Error evaluation

After the triangles of the machined workpiece model are sam-
pled, the signed distance between each sample and the nom-
inal part can be defined as follows.

Given sample p of machined workpiece model §; and tri-
angle 75 of nominal part S,, the signed distance d(p, T5) be-
tween p and 75 is defined as:

|d(p7 T2)| = ”pipmin”Z (3)

where ppin is the closest point in 75 to p and |lll, denotes the
usual Euclidean norm. The sign of d(p, 75) is measured by the
sign of N, * (D, —p). If sample p is outside S,, the sign is
positive; otherwise, the sign is negative.

The signed distance d(p, S,) between p and S, is defined as:

[4(p, S2)] = min d(p, 72) 4)

cusp

Fig. 3 An example of the cusp at the machined workpiece model

@ Springer

The sign of d(p, S>) is defined as mentioned above. d(p, S>)
can be used to represent the error value associated with each
sample.

The signed distance defined in (4) can be used to define
maximal error dp,,«(S1,S>), minimal error d,;,(S;, S>), and
mean error dpean(S1, S2) as follows.

dmax (S1,52) = m%xd(p, S5) (5)
PES

dmin(Sl;SZ) = miSnd(p,Sz) (6)

dmean(SlaSZ jlj‘ d(P SZ (7)
|S1 PES|

where |S] is the total surface area of S|. Here, d,.x(S1, S») and
dimin(S1, S>) can be used to detect the undercut and overcut,
respectively, if they fall out of the allowable tolerance zone.

The computation of the integral defined in (7) is not too
difficult thanks to the sampling lattice, as shown in Fig. 2. The
integral of error defined in (7) is computed approximately by
linear interpolation. Three samples of 7 € S, which are de-
noted asx; ;, ;41 j, and x; ;. 1, constitute a smaller triangle 7}
;- The integral of the error over T} ; is denoted as:

eij+ eyt e
3

|Ti] (8)
where e; ;, e;,1, j, and e; ;. are the error values associated
with x; ;, X1, j, and x; ;, 1, respectively. Therefore, the inte-
gral of the error defined in (7) can be obtained by the summa-
tion of the integrals of the error over all the smaller triangles.

3.3 Background grid

The evaluation of the signed distances between each sample
and the nominal part is very time-consuming if all the triangles
of'the nominal part are transversed. The background grid tech-
nique [22] can be used to quickly search for the triangle clos-
est to the sampling point.

The construction of the background grid begins with the
axis-aligned joint bounding box of S; and S,, which is then
decomposed into cubic cells of uniform size. For each cell, the
cell-triangle intersection test can be efficiently computed by
using the separating axis theorem [23], and the list of triangles
of S, intersecting with the cell is recorded.

For each sampling point p, the cell in which p is located is
denoted by C. D, (C) represents the set of cells that are at a
distance m * Ad from C along with one of the coordinate axes,
where Ad is the side length of the cubic cells and m is the layer
number of cells around C, as shown in Fig. 4. First, the dis-
tances from p to all the triangles intersecting C are calculated,
and the minimum distance d;, is retained. Then, the adjacent
cells in D,,,(C) are processed by increasing the value of m, and
dmin 1 updated accordingly until d,,;, is smaller than m * Ad.
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Fig. 4 An example of a 3D uniform grid represented in two dimensions
(a) Sampling scheme I
As shown in Fig. 5, the sample is located in cell C, and the
minimum distance from the sample to the triangles ] e
intersecting with C is dis/, which is assigned to the current 6 | 150
dmin- Then, the first layer of cells D(C) around C is traversed,
and the blue cell shown in Fig. 5 is a cell of D;(C). The 2 r 2
minimum distance from the sample to the triangles -4 f 110
intersecting with D(C) is dis2. Since dis2 is smaller than ;é, \ —&— Maximal error =
dis1, the current d,;, is updated as dis2. Furthermore, as the 53T Y — Mimmateser | Y 2
current d;, is smaller than 1 % Ad, the second layer of cells 5 5 | “‘.\ —@— Mean error 70 =
D,(C) around C does not need to be traversed. Therefore, the \ --%-- Time
minimum distance from the sample to the nominal part is 1 r "'.‘ S0
determined and equals dis2. P 0—5—\._.\.__._. | P
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background grid to improve algorithm efficiency. It should -1 : ' : i L
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Fig. 5 An example of the minimum distance update

Sampling step 8 (% bounding box diagonal)

(b) Sampling scheme II

Fig. 6 Comparison of the error and time with respect to different
sampling schemes of the roughing model. a Sampling scheme 1. b
Sampling scheme 11

using uniform cells is in equilibrium with the overhead of
handling them. Empirically, the side length of an average
triangle, which is an equilateral triangle that has an area equal

to the average triangle area of Sy, is a reasonable value in most
cases.

4 Results and discussion

The proposed algorithm has been implemented in Unity 3D
coded with C# as a verification module for the NC machining
simulation system. The verification module runs on a personal
computer with an Intel(R) Core(TM) i7-10710U CPU
1.10 GHz with 16.00-GB memory. In our previous work,
the NC simulation of the core block of an injection mold

@ Springer
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(b) Sampling scheme II

Fig. 7 Comparison of the error and time with respect to different
sampling schemes of the semifinishing model. a Sampling scheme 1. b
Sampling scheme 11

was carried out for performance evaluation, and the resulting
roughing model, semifinishing model, and finishing model
are used here to evaluate the NC machining verification algo-
rithm. The approximate accuracy of the nominal STL model is
0.08 mm.

The influence of different sampling schemes on the accu-
racy of the NC machining verification algorithm is investigat-
ed and compared. Sampling scheme I represents all the trian-
gles that are sampled, while sampling scheme II represents the
tiny triangles that are not sampled because of the given sam-
pling step. The maximal error, minimal error, and mean error
as functions of sampling step J in sampling scheme I applied
to the roughing model, semifinishing model, and finishing
model, as shown in Figs. 6a, 7a, and 8a, respectively, remain
stable, while they change with sampling step ¢ in sampling
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0.1% 0.2% 0.3% 0.4% 0.5% 0.6%
Sampling step & (% bounding box diagonal)

(b) Sampling scheme II

Fig. 8 Comparison of the error and time with respect to the different
sampling schemes of the finishing model. a Sampling scheme 1. b
Sampling scheme 11

scheme II, as shown in Figs. 6b, 7b, and 8b. It can be con-
cluded that in scheme II, the algorithm accuracy is sensitive to
sampling step J, whereas the scheme I is not. This means that
in scheme II, a small sampling step ¢ should be selected to
improve the algorithm accuracy, but the computation time will
be increased.

Although the maximal error and minimal error are the same
in both sampling schemes I and II when sampling step ¢ is
0.1%, the differences in the mean error are approximately
2.39%, 14.04%, and 29.03% in the roughing model,
semifinishing model, and finishing model, respectively, as
the numbers of unsampled triangles in sampling scheme II
are 108,385 (50.45% of total), 323,307 (68.71% of total),
and 1,044,904 (84.31% of total), respectively, as shown in
Table 1. It should be pointed out that the number of
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Table 1 Comparison of the

sampling schemes I and II (8 = Sampling scheme Roughing model Semifinishing model Finishing model

0.1%)

I I I II I I

Time (s) 166.587 152.634 169.43 127.79 296.304 83.332
Maximal error (mm) 6.0819 6.0819 1.4596 1.4596 0.6090 0.6090
Minimal error (mm) -0.3173 —-0.3173 -0.3173 —0.3173 —0.3437 —0.3437
Mean error (mm) 0.2219 0.2166 0.1234 0.1061 —0.0178 —0.0230
Samples 1,485,408 1,421,798 1,564,015 1,371,283 1,817,672 1,118,635
Triangles not sampled 0 108,385 0 323,307 0 1,044,904
Total triangles 214,822 214,822 470,537 470,537 1,239,420 1,239,420

unsampled triangles will increase as sampling step d increases
in sampling scheme II, which results in an inaccurate maximal
error, minimal error, and mean error. Therefore, it can be
concluded that the maximal error, minimal error, and mean
error computed by sampling scheme II are not as accurate as
those of sampling scheme I under the same sampling step d.

The influence of different sampling step & on the efficiency
of the NC machining verification algorithm is also investigat-
ed. The time needed to perform the algorithm first decreases
remarkably as sampling step ¢ increases and then remains
almost stable when § is either 0.5% or 0.6% in sampling
schemes I or II, as shown in Figs. 6, 7, and 8. It seems that
both the accuracy and efficiency of the NC machining verifi-
cation algorithm are optimal when sampling scheme I is
adopted and the sampling step 0 is set to 0.6% of the bounding
box diagonal.

The error visualization is given by coloring the machined
workpiece model according to the signed distance associated
with each sample; therefore, the distribution of the error on the
model can be observed clearly. The error visualization of the
roughing model, semifinishing model, and finishing model in
sampling scheme I with sampling step J set to 0.1% are shown
in Figs. 9, 10, and 11, respectively. In the error visualization,
zero error, positive error, and negative error are represented by

Error (mm)

l +6.0819

I 0.0000
I 0.3437

Fig. 9 Error visualization of the roughing model (sampling scheme I, § =
0.1%)

green, red, and blue, respectively. In other words, the ma-
chined workpiece has as much material as the nominal part
in the green area, more material in the red area, and less ma-
terial in the blue area. Therefore, the undercut and overcut
areas can be easily detected in the sampling scheme I by error
visualization if the error value falls out of the allowable toler-
ance zone. However, the undercut and overcut areas cannot be
accurately detected in sampling scheme II because a non-
negligible proportion of the very small triangles that accumu-
late at the cusps and gouges are not sampled.

Based on the above analysis, sampling scheme I is superior
to sampling scheme II for three reasons: (1) the algorithm
accuracy of sampling scheme I is robust to the sampling step
¢ while that of sampling scheme II is sensitive; (2) the maxi-
mal error, minimal error, and mean error computed by sam-
pling scheme II are not as accurate as those of sampling
scheme I under the same sampling step; (3) the undercut and
overcut areas can be accurately detected by error visualization
in sampling scheme I, but they cannot be completely detected
by error visualization in sampling scheme II. Therefore, the
improvement we made based on MESH [18] to sample all the
triangles, including the very small triangles, is necessary and
reasonable.

Error (mm)

l +1.4596

Fig. 10 Error visualization of the semifinishing model (sampling scheme
L d=0.1%)
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Error (mm)

I +0.6090

i 0.0000
I -0.3437

Fig. 11 Error visualization of the finishing model (sampling scheme I, § =
0.1%)

The worst-case computational complexity of the proposed
algorithm depends on the sample number 7, of the machined
model S and the triangle number 7, of the nominal part S,
and the resulting complexity is O(n; * n,). In sampling scheme
I, when the sampling step ¢ is 0.1%, the number of triangles
tested to compute the minimal distance for each sample is
17,062 without applying the background grid; otherwise, only
a few dozen of triangles are tested, as shown in Table 2. The
ratios of the tested triangle numbers in these two cases are 302,
310, and 199 for the roughing model, semifinishing model,
and finishing model, respectively, which means that the num-
ber of calculations of the signed distance for each sample can
be reduced hundreds of times by applying the background
grid. Therefore, the efficiency of the proposed algorithm is
improved significantly.

5 Conclusion

The existing algorithms for evaluating the difference between
two triangular meshes of similar shape are improved and ap-
plied for STL model-based NC machining verification, which
consists of three steps: surface sampling, error evaluation, and
background grid construction. In the improved algorithm, all
the triangles including those that are too small to be sampled
under the current sampling step ¢ are sampled to improve the

Table 2  Efficiency improvement by applying the background grid
(sampling scheme 1, 6 = 0.1%)

Triangles Triangles Samples Tested Ratio
of §; of S, triangles (per
sample)
Roughing 214,822 17,062 1,485,408 56.5 302
Semifinishing 470,537 1,564,015 55.1 310
Finishing 1,239,420 1,817,672 85.8 199

@ Springer

verification accuracy; the signed distances are used to detect
the undercut and overcut of the machined workpiece; and the
background grid is applied to reduce the number of calcula-
tions of the signed distance for each sample. The experimental
results demonstrate the accuracy and efficiency of the pro-
posed NC machining verification algorithm based on STL
models.
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Nomenclature 9, sampling step; n, number of samples on each triangle
side; n', value of n before rounded; P(i,j), coordinate of the sample; S,
machined workpiece model; S,, nominal part; 7, a triangle of Sy; 75, a
triangle of S,; P, a sample; d (p, T»), signed distance between p and T»; d
(p, S»), signed distance between p and S; dinax (S1, S>), maximal error
between S| and S»; dpin (S1, S»), minimal error between S} and S»; diean
(81, S,), mean error between Sy and Sy; C, the cell sample p is located in;
Ad, side length of the cubic cell; m, layer number of cells around C; D,
(C), the set of cells that are at a distance m * Ad from C along with one of
the coordinate axes
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