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Abstract

Laser powder-bed fusion (LPBF) is one of the mainstream additive manufacturing (AM) processes, which has dominated the
metal AM manufacturing market. LPBF has the capability to manufacture complex parts, which pose a manufacturing challenge
by conventional methods. In this paper, an efficient numerical-experimental approach has been introduced to calibrate the
parameters of a proposed three-dimensional (3D) conical Gaussian moving laser heat source model. For this purpose, several
Hastelloy X single tracks are printed with various process parameters. The melt pool depth and width were measured experi-
mentally, and results were used to calibrate and validate the heat source model. An empirical relationship between heat source
parameters and laser energy density was also proposed. In addition, temperature gradients and cooling rates around the melt pool
were extracted from the numerical model to be used towards microstructure prediction. Estimated microstructure cell spacing,
calculated based on predicted cooling rate during solidification, was in good agreement with experimental measurements,
indicating the validity of the heat source model.

Keywords Laser powder-bed fusion (LPBF) - Additive manufacturing - Heat source modeling - Temperature gradient - Cooling
rate
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1 Introduction

Additive manufacturing (AM) is an emerging technology that
is becoming more common in different industries such as
aerospace and automotive. This process has gained the advan-
tage of producing complex shapes by importing digital draw-
ing data to the machine [1]. The selective laser melting pro-
cess, which is named as laser powder-bed fusion (LPBF) by
the ASTM standard, produces parts in a layer upon layer fash-
ion. After spreading metal powder on the build plate, a laser
heat source selectively melts powder particles and the solidi-
fied track forms the shape of desired contours. A new layer of
powder is then added to the previous layer and this process is
repeated until the final part is fabricated [2].

In order to mitigate costs and turnaround time for identify-
ing optimum process parameters and predict the temperature
distribution and gradient for further microstructure analysis of
printed parts, several numerical analysis methods have been
implemented by many researchers [3—5]. Kundakc et al. [6]
developed a finite element (FE) model, considering a three-
dimensional (3D) heat source to predict melt pool geometries
and temperature distribution during LPBF. They carried out
some experimental tests on Inconel 625 and titanium material
for validating their model. Their model was able to predict
melt pool shapes within the error range of 11-18%. Liu
et al. [7] investigated the LPBF of AlSi10Mg using the FE
method for predicting microstructure within the solidified
melt pool. They extracted temperature gradient, solidification
rate, and cooling rate in order to predict the microstructure
behavior of the melt pool. Antony et al. [8] investigated single
track formation in LPBF of SS 316 powder on the AISI 316L
substrate. They developed an FE model for predicting the
temperature distribution in one layer deposited powder.
Moreover, the influence of process parameters on melt pool
characteristics was studied. Ali et al. [9] proposed a numerical
model considering a volumetric heat source model for taking
into account heat transfer penetration within the material.
They were able to predict the cooling rate, temperature gradi-
ent, and residual stress evolution. Their model was validated
based on melt pool dimensions extracted experimentally. Du
et al. [10] implemented a 3D Gaussian heat source in their
model for predicting temperature field within LPBF. In addi-
tion, the variation of laser absorptivity with temperature was
considered. Zhidong et al. [11] carried out a comprehensive
study of different volumetric heat source models. They pro-
posed a new model including anisotropically thermal conduc-
tivity with a variable laser absorption coefficient. Their

predicted results were very close to experimental measure-
ments of melt pool dimensions and surface morphologies of
tracks.

Many studies on the LPBF modeling have been conducted.
However, the literature lacks detailed procedures on calibrat-
ing the heat source models in order to develop a relationship
between heat source parameters and melt pool geometries.
The authors have previously published a work, in which var-
iable thermal conductivity and absorption factors have been
incorporated into the exponentially decaying heat source [11].
In this paper, a conical Gaussian heat source model [12, 13]
with a varying depth of penetration along with a variable ab-
sorption factor has been implemented for modeling the melt
pool depth and width of single tracks of Hastelloy X during
LPBF. Numerical results showed excellent agreement with
experimental melt pool geometries based on the varying laser
power and scanning speed. In addition, temperature gradients
and cooling rates due to their critical role in microstructure
analysis such as predicting cell size are also extracted from the
numerical results.

2 Experimental approach

In this study, a commercially gas-atomized Hastelloy X powder
(Table 1), provided from EOS GmbH was utilized with a D10,
D50, and D90 of 15.5 um, 29.3 um, and 46.4 um, respectively.
Hastelloy X (nickel-based superalloy) has several applications in
manufacturing gas turbine combustion systems due to its good
creep resistance, tensile strength, and ductility at high tempera-
tures [13]. A Zeiss ULTRA plus Scanning Electron Microscopy
(SEM) (Carl Zeiss Microscopy GmbH, Jena, Germany) was
used to capture the powder distribution (Fig. 1).

Single tracks of Hastelloy X were produced using an EOS
M290 (EOS GmbH, Krailling, Germany) machine with a laser
spot size of 100 um. The laser of this system is a Ytterbium fiber
laser with a wavelength of 1060 nm. Initially, substrates with
dimensions of 25 x 18.5 % 5 mm were printed from the same
material (Hastelloy X) by using the default EOS process param-
eters (laser power 195 W, scanning speed 1150 mm/s with hatch
distance of 90 pum). Then, an additional layer thickness of pow-
der was spread on top of the printed substrate to manufacture the
single tracks with specified process parameters. For this study,
various process parameters such as laser power and laser scan-
ning speed were considered. The range of laser power and scan-
ning speed are listed in (Table 2) which are used for validation of
the numerical model. Figure 2 shows the produced single tracks

Table 1 Chemical composition (in wt%) of Hastelloy X powder [14]
Ti Al Cu Mn Si C Co W Mo Fe Cr Ni
<0.15 <0.5 <0.5 <1 <1 <0.1 1541 0.6+04 9+1 185+ 15 21.75+1.25 Balance
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Table 2  Process parameters used for a single track
Process parameters Values
Laser power (W) 150-200-250
Scanning speed (mm/s) 800-1000-1200-1300
Laser spot diameter (pm) 100
Layer thickness (pm) 20

& , >. 4 3. &
_— &, _&“ \“‘-“.

Fig. 1 SEM image of Hastelloy X powder

at different process parameters. The distance between every sin-
gle track was 2.5 mm. Then, the printed specimens were re-
moved from the build plate and cut perpendicular to single tracks
using a Buehler ISOMET 1000 (Buehler, IL, USA) precision
cutter with 5 mm distance from the side of samples. Afterward,
the specimens were mounted and polished before etching with a
Glyceregia solution [15]. Finally, in order to measure the single
tracks melt pool geometries, a Keyence VK-X250 confocal laser
microscope (Keyence Corporation, Osaka, Japan) was used. In
addition, a TESCAN VEGA 3 SEM (TESCAN, Brno,
Czech Republic) was used for validating the cooling rate extract-
ed from the numerical results based on cell spacing.

3 Finite element modeling
3.1 Model geometry and material properties

The commercial software COMSOL Multiphysics® was
utilized to predict the melt pool dimensions, cooling rate,
and temperature gradient during LPBF of Hastelloy X
samples. In order to capture melt pool geometries in the
microscale model, a substrate domain of 1 x1x 0.5 mm
was modeled. A powder layer of a thickness of 0.02 mm
was also applied on top of the substrate (Fig. 3). Finer
tetrahedral mesh size (20 wm) was implemented in re-
gions close to the laser-material interaction zone for re-
ducing computational cost as shown in Fig. 3.

The properties of Hastelloy X material (Fig. 4) for bulk
and powder were assigned to the respective domains. The
thermal conductivity of powder material is derived using

Eq. (1) [6]:

ke @kR 2 B kg ks B+1 B-1 kR kContact

2= (1=/Tp) 1+ 22) + /Tp{ (1-2 —& Py IS Y, LS 1

ke ( “9)( + kg)+ #) (172 Bk (I_B_kg>2< k) "B, 2 Bk | k| Tk, (1)
Jes k ks

where £, is the effective thermal conductivity of powder bed,
kg is the thermal conductivity of the gas, 4 is the thermal
conductivity of solid, ¢ is the experimentally measured poros-
ity of the powder bed (52%) [16], kx is the thermal conduc-
tivity of the powder bed due to radiation, & is the flattened
surface fraction between particles, B is the deformation pa-
rameter of the particle, and kg onaee can be derived from Eq.
@) [17]:

keonaet = 18Dk, if@ < 3 x 107 ifg >0.01 (2)

kecontact=ks

Cp,sensible if T < Tm_OSATm or
C, = L

Cp,modiﬁed = Cp,sensible + m if

As shown in Fig. 4 (a), the plot depicts that there is a huge
difference between the thermal conductivity of powder and
bulk material and the thermal conductivity of the powder is
approximately 1% of bulk material.

In addition, Fig. 4 (b) demonstrates the difference between
the density of bulk and powder material which can be calcu-
lated based on the porosity of powder bed using (Eq. (3)).

Ppowder = (1_<p)pbulk (3)

In order to consider phase change from solid to liquid,
apparent heat capacity method [18] is implemented (Eq. (4)):

T > T, +0.5AT,
T,~0.5AT, < T < T, + 0.5AT,, “)
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Fig. 2 a Produced single tracks
on printed substrates. b Schematic
of printed single tracks and the
substrate

where 7, is the melting temperature which is considered as
the center point between solidus and liquidus temperature.
AT, is the temperature difference between liquidus and soli-
dus temperature and L is the latent heat of fusion. As shown in
Fig. 4 (c), in this method, the latent heat of fusion is compen-
sated with increasing the specific heat between solidus and
liquidus such that the extra heat absorbed by the material in
this interval is equal to the latent heat of fusion. Therefore,
within those ranges of temperatures, the specific heat will be
increasing dramatically.

It needs to be mentioned that for simplicity and acceleration
of computation, it is assumed that the absorption coefficient is
not affected by phase change.

3.2 Governing equation and boundary conditions

Governing equation of heat transfer can be described as [11]:

oT 0 oT 0 oT 0 oT
P E T ("xa) o ("ya) o ("za—z) o0

where p, C,, k,, k,, k., T, and Q are the density of the material
(kg/m3 ), specific heat (J/kgK), thermal conductivity (W/mK)
of x, y, and z directions, temperature (K) and internal heat
generation (W/m>), respectively.

In terms of boundary conditions, the convective heat trans-
fer with the ambient environment based on Newton’s law was
considered on all open surfaces (Eq. (6)).

qc = hc(Text_T) (6)

Fig. 3 Simulated single-track
model geometry and mesh

Powder material

@ Springer

Above, g, is the heat dissipation, /. is the heat transfer
coefficient (W/m?K), T,,, is the geometry temperature, and 7
is the ambient temperature (293 K).

In addition, the radiative heat transfer from the top surface
of the geometry domain was applied (Eq. (7)). The bottom
surface of the geometry domain was set as the ambient tem-
perature (293 K).

q, = O-SbE(Text47T4) (7)

Above, o, is the Stefan-Boltzmann coefficient (W/m?K*)
and ¢ is the emissivity coefficient.

3.3 Heat source model calibration

3.3.1 Heat source model

A moving heat source with a conical Gaussian shape was
applied for predicting the melt pool dimensions and tempera-

ture distributions (Fig. 5). The conical Gaussian heat source is
described as [11]:

T ®)

I(X,%Z) = qO'eXp<_2 2
o

b4
ro(z) =re + T (re—r;) 9)
where I(x, y, 2), qo, ., and r; are the heat intensity distribution,
the maximum value of heat intensity, and radius on top and
bottom of the heat source profile, respectively.
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Fig. 4 Thermo-physical properties of bulk and powder material. a Thermal conductivity. b Density. ¢ Specific heat

Based on the thermal energy conservation (Eq. (10)):

2442
0 oo X+

a.P = LHwawqo.exp <—2 > 4
0

) dxdydz (10)

where and P are the laser beam absorptivity and laser power
respectively.

qo is derived from Eq. (10) and can be calculated Eq. (11):

6a - P
H (rg + rori + rlz)

9o = (11)

where H is the height of the conical Gaussian heat source.
By substituting g, in Eq. (8) by Eq. (11), the final equation

of the intensity distribution can be derived as follows (Eq.

(12)):

~ "e

\

1

Fig. 5 Conical Gaussian volumetric heat source

6c..P ¥ +)?
5 N eXp| 2——5—
7TH(Ve + rer; + rl.) r%

where H is the height of the conical Gaussian heat source.
The internal heat generated as a result of the heat input and
losses is plugged into Eq. 5.

I(x,y,z) = (12)

3.3.2 Calibration procedure

In order to calibrate the numerical model, the heat source
parameters such as height (H) and absorption coefficient (c)
are altered to minimize the error between the experimental and
simulated melt pool dimensions. Since the upper radius of the
conical Gaussian heat source (7,) is the radius of laser spot size
(50 um), the bottom radius of the heat source has a limited
range to be varied. In addition, based on Eq. (11) and the
calibration iteration, it is found that a lower radius of heat
source 7; does not have a significant influence on the melt pool
depth where it has a slight effect on melt pool width, so it has
been fixed in the chosen value (30 wm). It is also noted that the
height of the conical Gaussian heat source (/) is the most
important parameter and numerical results show that as the
height of the heat source is increased, the width of the melt
pool decreases. In order to compensate for the reduction in
melt pool width, the absorption coefficient has been modified
for acquiring more accurate melt pool shapes. It is realized that
the absorption coefficient has a significant effect on the melt
pool width and depth at the same time.

Figure 6 demonstrates a flow chart of the procedure imple-
mented for calibrating heat source model, where W,,, W;,,
D,,, and Dy;, are the experimental melt pool width, predicted
melt pool width, experimental melt pool depth, and predicted
melt pool depth, respectively. The maximum acceptable devi-
ation of model predictions for the melt pool width and height
is identified as £, and ¢, respectively. As the flow chart shows,
in the first step, the initial values of the height of the heat
source and absorption coefficient are selected and based on
those values numerical simulation was carried out. Due to the
complexity of the laser powder-bed fusion process,
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Fig. 6 Flow chart showing the
calibration procedure for the heat

Cstart>

source

IfWey > Wi
Qnew= Ainitial T A

IfWeyx < Wiim
Qnew= Ainitial — A&

researchers use a lot of underlying assumptions to capture the
model accurately [19, 20]. As a result, numerical results have
some deviations from experimental and the current studies
show a +30% as a fair and acceptable range [21, 22]. By
comparing the experimental and numerical results of melt
pool depth and width, the values of the absorption coefficient
and height of heat source are modified such that the difference
between the numerical with experimental ones is within an
acceptable range.

4 Results and discussion

4.1 Experimental measurements of the melt pool,
calibration, and validation results

Based on Section 3.3, the heat source model was calibrated
using the power and scanning speed values listed in Table 2.

Validation of the melt pool dimensions with experimental
measurements is done in such a way that melt pool depth and
width below the powder layer are compared with experimen-
tal results [6, 11]. Evaporation and shrinkage of the powder
layer are ignored due to modeling complexities.

Figure 7 illustrates that the experimentally measured melt
pool geometries are in good agreement with the numerical
results. The average percentage differences between the sim-
ulation results and experimental ones for the melt pool depth
and width are 13% and 6%, respectively.

The melt pool dimensions can be represented as a function
of deposited energy density for various process parameters
based on the findings in [23]. It has been reported that the
absorbed energy density has a relationship with the ratio of

@ Springer

Numerical simulation

If Dey > Dgim
Hyew= Hinitiat + AH
[Dex = Dsim| < &2

If Doy < Dsim
Hyew= Hinitiat — AH

the laser power to the root square of scanning speed (\%),

where P is the laser power and V is the scanning speed [11].
It is realized that the absorption coefficient and height of

conical Gaussian heat source has a linear relationship with the

%. The physical reason behind this is due to the fact that as

the energy density increases, melt pool depth becomes larger
due to higher heat penetration to the powder-bed. On the other
hand, by increasing the energy density, the material tends to
absorb more energy [24]. Therefore, the absorption coefficient
and the height of conical Gaussian heat source should be
adapted based on the \/LV' As a result, a higher \% will cause

a higher absorption coefficient and a larger height of the con-
ical Gaussian heat source.

Empirical equations (Egs. (13) and (14)) show the relation-
ship between the Lv’ height of conical Gaussian heat source
and absorption coefficient which were derived based on the
calibration of the heat source with experimental results. It
should be mentioned that this empirical equation would be

valid for the energy density within the range of 4.74 to 7.90

(W/+/mm/s ) which falls within the conduction mode of the
melt pool and ensures near full dense parts.

P
a=a,—=+b 13
vyt (13)

P
H=a—+b (14)

VV

where P [W], V] H[um] and  are the laser power, scan-
ning speed, the height of the conical Gaussian heat source and

the absorption coefficient, respectively. In addition, a, a,, by,
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Fig. 7 Experimental and numerical results of melt pool geometries with various process parameters. a Power: 150 W. b Power: 200 W. ¢ Power: 250 W
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Table 3 The coefficient
in the empirical equation a by a by
for deriving absorption
coefficient and height of
heat source

0.126 -0.297 15.82 —24.99

and b, are parameters which will be established by experimen-
tal results (Table 3).

The porosity of the powder and the convection heat transfer
of the melt pool have a significant increase in heat penetration
to the powder bed. By doing the calibration procedure the
height of the conical Gaussian heat source have been found
to be in the range of 50 to 100 um for the energy density range

of 4.74 to 7.90 (W/+/mm/s ).

4.2 Effect of process parameters on melt pool
dimensions

Experimental single tracks with the various range of laser
scanning speeds and power were printed, cross-sectioned
and polished to measure the melt pool depth and width.

The results show that by increasing the laser power from
150 W to 250 W while keeping other process parameters
constant, the depth and width of the melt pool will also ele-
vate, whereas increasing the scanning speed from 800 to
1300 mm/s will cause a decrease in the melt pool dimensions.
Figure 8 (a) shows that with the increasing laser power from
150 W to 250 W, the depth and width of the melt pool will
increase from 26 to 82 wm and 88 to 129 um, respectively.
Figure 8 (b) demonstrates the effect of scanning speed on melt
pool dimensions. With increasing scanning speed from 800 to
1300 mm/s, the melt pool depth and width will decrease from
72 to 34 pm and 127 to 90 um, respectively. This phenome-
non happens due to a changing energy density, which is
fluxing into the material. Therefore, as mentioned previously,
higher laser power and a lower scanning speed will result in a
higher energy density, which is absorbed by the material;
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Fig. 9 Influence of energy density on melt pool depth and width

consequently, the melt pool geometries including the melt
pool depth and width will be increasing. The same scenario
will also happen when a lower energy density is given to the
material. Therefore, a lower % will cause smaller melt pool

dimensions. Figure 9 shows the effect of \/LV on the melt pool
dimensions. It is found that increasing the \/LV from 4.74 t0 7.9

(W/+/mm/s ), the melt pool depth and width will increase
from 26 to 82 pum and 88 to 129 um, respectively.
Experimental results demonstrate that increasing scanning
speed from 800 to 1300 mm/s will lead to a reduction in the
melt pool depth by 52%. On the other hand, decreasing the
laser power from 250 [W] to 150 [W] causes a reduction in the
melt pool depth up to 68%. Therefore, it can be concluded that
the laser power has a stronger influence on the melt pool
dimensions compared to the laser scanning speed [25].

4.3 Temperature distribution

In order to derive temperature distribution along the X- and Y-
axis of the melt pool, two paths have been identified on the top

160 160
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Fig. 8 a Effect of laser power on melt pool depth and width. b Effect of scanning speed on melt pool depth and width
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Fig. 10 Top view of moving laser heat source with identifying two paths
along with X and Y directions

of the powder surface where the laser heat source is applied
(Fig. 10). Figure 11 demonstrates the effect of different scan-
ning speed on the temperature distribution. By increasing the
scanning speed from 1000 to 1600 mm/s, the laser energy
input to the material will be decreased, which results in de-
creasing the peak temperatures. On the other hand, the tem-
perature distribution in the X direction illustrates that the max-
imum temperature occurs in the melt pool front. In addition,
the temperature distribution along Y-axis clearly shows the
Gaussian distribution of laser heat source.

4.4 Temperature gradient

Due to the fast solidification within LPBF [26], the tempera-
ture gradient and cooling rates play a crucial role in predicting
the microstructure, grain orientation, and growth within the
melt pool. In order to extract temperature history from the

4000
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(@
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numerical results, several points were set in the z-axis from
the top of the powder layer towards the bulk material at 5 um
intervals as shown in Fig. 12.

For obtaining temperature gradient within the melt pool at
the specific time from 20 um under the surface of powder
(Z=20 pum) to 150 um below the surface, the temperature
distributions along the Z direction for different scanning
speeds are extracted. Figure 13 (a) shows that the temperature
will drop from the powder to the bulk material due to the
higher thermal conductivity of the bulk region compared to
the powder material. Moreover, the heat source is decaying
linearly along the Z direction. The results show that a higher
scanning speed leads to a reduction in the temperature gradi-
ent within the melt pool. This could be due to providing less
energy density input to the material so that the peak transient
temperature will decrease. As a result, the temperature differ-
ence from the top to the bottom surface will be decreasing
which means that by increasing the scanning speed, the tem-
perature gradient will be reduced. In addition, it has been
found that the maximum temperature gradient for different
scanning speeds, 1000 mm/s, 1200 mm/s, 1600 mm/s is
69 K/um, 63 K/um, and 52 K/um, respectively, which has
occurred at 52 pm below the powder surface, close to the
interface of solid and liquid phase within the melt pool
(Fig. 13 (b)).

4.5 Cooling rate

Figure 14 shows the effect of laser scanning speed on the
transient temperature corresponding to different points within
the melt pool. Increasing the scanning speed leads to the less
amount of energy density that fluxes to the material.
Therefore, peak temperatures will be decreasing by increasing
the scanning speed. On the other hand, by moving down from
the powder to the bulk material along the Z direction, the
temperature peak will be reduced. This is happening firstly
because the conical Gaussian heat source is decaying linearly
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Fig. 11 Effect of laser scanning speed on temperature distribution a along X direction and b along the Y direction
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Fig. 12 Probes along melt pool

Surface: Temperature (K)

depth and model predicted the 0.29
temperature distribution in melt
pool cross-section normal to the
laser movement direction 0.27

-0.06 -0.04

along the Z direction. Secondly, moving from the powder to
the bulk material, the heat conductivity will increase drastical-
ly such that heat will dissipate more in the bulk regions, which
causes the cooling rate to increase. Figure 14 depicts slope
changing when the temperature is below the melting point
due to the phase change. In addition, the cooling rate has been
derived from different points, which are located within the
melt pool and the effect of laser power on the cooling rate is
investigated (Fig. 15). It has been found that by increasing the
laser power, the cooling rate will be increased. It is attributed
to the fact that as the laser power is increased, a higher energy
density is given to the material so that the peak transient tem-
perature will be increasing. Therefore, the maximum cooling
rate will be increased due to drastically decreasing tempera-
tures. The results illustrate that the maximum cooling rate for a
different range of laser power, 150 W, 200 W, and 250 W is
1.7 x 107 K/s, 2.5 x 107 K/s, and 3.1 x 107 K/s which occurs at
the top surface of melt pool (Z=20 um).
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4.6 Experimental validation of cooling rate
and predicting primary dendrite spacing

Figure 16 (a) displays the simulated melt pool temperature
distribution of a produced single track using the laser power
of 200 W, the scan speed of 1000 mm/s, and the layer thick-
ness of 20 um with four points located in the middle of the
melt pool with different depths from the surface of the sub-
strate. Figure 16 (b, c¢) shows low and high magnification
SEM images from a cross-sectioned single track. The cellular
structure of the solidified material is also shown in Fig. 16 (c)
where primary cell spacing was measured to be around
320 nm. These fine features in the microstructure are a result
of the rapid solidification of molten metal during LPBF
[27-29]. It is well known that higher cooling rates significant-
ly reduce the feature size of the solidified microstructure. Here
in the LPBF, both the high-temperature gradient and solidifi-
cation rate result in outstandingly high cooling rates [27, 30].

Laser power 150 W =Scanning velocity 1000 mm/s

70 «=Scanning velocity 1200 mm/s
===Scanning velocity 1600 mm/s

w
=

20

Temperature gradient (K/pm)
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Fig. 13 a Temperature distribution along build direction. b Temperature gradient within the melt pool
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Fig. 14 The model-predicted temperature history of probes from powder

to the bulk region with fixed laser power of 150 W and different laser

scanning speed of 1000 mm/s, 1200 mm/s, and 1600 mm/s

Primary spacing (A) of either cells or dendrites in the micro-
structure of Ni-base superalloys is directly related to the
cooling rate with an empirical Eq. (15) reported by [30]:

A =97(7) % (15)
where T is the cooling rate of the interface of solid/liquid
during solidification. Considering the average A to be around
0.32 um (Fig. 16 (c)), the cooling rate can be calculated
(~7.82 % 10° K/s). On the other hand, a maximum value for
the cooling rate related to the probe in the same location of the
melt pool has been calculated to be around ~8.82 x 10° K/s
which is very close to the calculated cooling rate with an
estimated dendrite spacing of 0.32 pm. A detailed effect of
energy density on primary dendrite spacing is demonstrated in
Fig. 17. It is found that simulation results are very close to
experimental ones for different process parameters and predict

3.7E+07

Laser power: 250 W 7
3.3E+07 Z=20pum

—T7=25 pm

2.9E+07 w—=7=30 um
Z=35 pm

—7=40 pum
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Cooling rate (K/s)

8.5E+06

4.5E+06

5.0E+05
0.0005 0.001

0.0015 0.002

Time (s)

Fig. 15 Model-predicted cooling rate for different probes within melt
pool with fixed scanning speed 1000 mm/s and varying laser power of
150 W, 200 W, and 250 W

dendrite spacing accurately. Increasing the energy density
leads to higher cooling rates which cause smaller primary
dendrite spacing. Since the SEM images extracted from each
grain may be observed from the projection of the image de-
rived from different cutting planes, there were some variations
of primary dendrite spacing for each specimen. However, the
simulation results were within the range of experimental
results.

Sensitivity analysis on heat source parameter and absorp-
tion coefficient is done for confirming the fact that selecting
the most optimum parameters for the Conical Gaussian heat
source and absorption coefficient results in a more accurate
prediction of cooling rate and cell space. These results confirm
the strength and accuracy of the model.

The sensitivity plot for various heat source parameters on
the cooling rate with a fixed process parameter of laser power
of 150 W and scanning speed of 1000 mm/s at the interface of
solidus and liquidus (Z =40 pum) is shown in Fig. 18. It clearly
shows that with implementing a height of 50 um and the
absorption coefficient of 0.3, the cooling rate is 8.7 x 10° K/
s which is comparable to the experimental results derived
from Eq. (15). On the other hand, changing the height or the
absorption coefficient results in larger errors. Therefore, it can
be concluded that by implementing the calibrated heat source
model, the numerical results will predict the microstructure
within the melt pool more precisely.

5 Conclusions

In this work, experimental and numerical investigations of
single tracks of Hastelloy X made by LPBF were carried out
and the melt pool dimensional features were measured exper-
imentally. The main conclusions can be summarized as
follows:

1. Based on the experimental results, the heat source model
was calibrated and the proposal empirical equations show
the relationship between the energy density
(a=m % +bi,H=a, \% + b, ), the height of the heat
source and the absorption coefficient. However, these em-
pirical equations are only valid for the specific range of
energy density which provides conduction mode of the
melt pool.

2. The simulated results for the melt pool dimensions show a
good agreement with the experimental data. The percent-
age difference between the simulated and experimental
melt pool depth and width results is around 13% and
6%, respectively.
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Fig. 16 a Simulated temperature distribution in the melt pool area, b low magnification, and ¢ high magnification SEM image from a cross-section of

single track deposited by laser power of 200 W and scanning speed of 1000 mm/s

Fig. 17 Effect of energy density
on the primary dendrite spacing 0.5
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The influence of laser power and scanning speed on the
melt pool depth and width was investigated. By decreas-
ing the laser power from 250 W to 150 W in fixed
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Fig. 18 Sensitivity plot of heat source parameter on cooling rate with a
laser power of 150 W and scanning speed of 1000 mm/s
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scanning speed (1000 mm/s), the melt pool depth and
width decrease 68% (82 to 26 um) and 32% (129 to
88 um), respectively. On the other hand, by increasing
the laser scanning speed from 800 to 1300 mm/s in fixed
laser power (200 W), the melt pool depth and width re-
duce 53% (72 to 34 um) and 29% (127 to 90 pum), respec-
tively. It is concluded that the effect of laser power on the
melt pool geometry is more dominant than the scanning
speed.

It is found that the cooling rate increases with increasing
laser power. The results illustrate that the maximum
cooling rate is 3.1 x 107 K/s corresponding to a laser pow-
er of 250 W which occurs at the top surface of the melt
pool.

On the other hand, with increasing the scanning
speed, the temperature gradient decreases significant-
ly. Moreover, the maximum temperature gradient
69 K/um is achieved by implementing the scanning
speed of 1000 mm/s which occurs at 52 pm below the
powder surface, close to the interface of solid and
liquid phase within the melt pool.
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The effect of energy density on the primary cell spacing is
also studied and numerical results of cooling rates validat-
ed with experimental results. The results show that den-
drite cell spacing decreased from 0.365 to 0.330 pum by
increasing energy density from 4.74 to 7.22

(W//mm]s).

The sensitivity analysis is also carried out which indicates
that by implementing the calibrated heat source model,
the cooling rate and estimated primary dendrite spacing
are predicted more precisely.
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