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Abstract

Laser cladding is a complex manufacturing process. As the laser beam melts the feedstock powder, small changes in laser power
or traverse speed reflect on deviations of the deposition’s geometry. Thus, fine-tuning these process parameters is crucial to
achieve desirable results. In order to monitor and further understand the laser cladding process, an automated method for clad
bead final geometry estimation is proposed. To do so, six different convolutional neural network architectures were developed to
analyze the process’ molten pool image acquired by a 50-fps coaxial camera. Those networks receive both the camera image and
the process parameters as inputs, yielding width and height of the clad beads as outputs. The results of the network’s perfor-
mances show testing error mean values as little as 8 um for clad beads around a millimeter in height. For the width dimension, in
95% of the cases, the error remained under 15% of the bead’s width. Plots of the target versus the estimated values show
coefficients of determination over 0.95 on the testing set. The architectures are then compared, and their performances are
discussed. Deeper convolutional layers far exceeded the performance of shallower ones; nonetheless, deeper densely connected
layers decreased the performances of the networks when compared with shallower ones. Those results represent yet another
alternative on intelligent process monitoring with potential for real-time usage, taking the researches one step further into
developing a closed-loop control for this process.
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1 Introduction

Laser cladding (LC) is an additive manufacturing process in
which a laser beam melts feedstock material into a substrate,
producing a clad bead. Disturbances on the resulting clad bead
geometry usually lead to deviances on the part’s final shape,
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loss of surface quality, and even structural defects, leading to
the disposal of the final part. It is, thus, crucial to closely
monitor this geometry. An alternative for its monitoring is
through the acquisition of the molten pool image.

Through optical monitoring of the molten pool, one can
acquire important information about the process.

The molten pool size reveals information of the final ge-
ometry of that clad bead, while its brightness is closely related
to molten pool temperature.

The first approaches aiming at molten pool image acquisi-
tion for the laser cladding process consisted of the use of
multiple cameras with different specifications directed to the
molten pool, successfully measuring the clad bead height and
width. The very first approaches, by Meriaudeau et al.,
consisted of two different cameras directed at the molten pool,
on different angles [1-4]. It was then possible to acquire the
molten pool image for the first time, even measuring clad bead
height, width, and molten pool temperature. A later approach,
by Hu et al., developed a first closed-loop controller where the
laser power was regulated accordingly to the area of the mol-
ten pool [5, 6].
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Following, Toyserkani et al. developed a closed-loop PID-
based control system based on clad bead height measurement
[7]. Xing [8] developed an optical monitoring system based
on colorimetry, achieving both molten pool temperature and
clad bead height measurement through laser triangulation.
Later, Hofman et al. gathered molten pool infrared (IR) wave-
lengths with a laser coaxial IR camera [9]. After some image
processing, the molten pool boundary could be segmented,
and its area, width, length, and rotation angle were measured.
Molten pool width was then used for a PID-based closed-loop
control, which regulated molten pool temperature by adjusting
laser power. Lei et al. achieved a molten pool image acquisi-
tion on a CO, laser-based cladding process, measuring molten
pool temperature through the image’s brightness [10].

Arias et al. [11] developed an FPGA-based system which
gathered mostly IR wavelengths detecting molten pool based
on blob detection. With the molten pool width as the biggest
detected blob’s width, a closed-loop control was implemented
by adjusting laser power. From the molten pool image also
came the work of Ocylok et al. [12], where image thresholding
successfully segmented the molten pool and relations between
its geometry, and process parameters were found.

Moralejo et al. [13] developed a PI-based control-loop for
molten pool geometry in real time. Molten pool border was
previously detected by laser cladding experiments without the
addition of powder. Its width was chosen as the control vari-
able due to its overall stability.

Iravani-Tabrizipour et al. [14, 15] continued the work from
Toyserkani et al. [7] implementing a trinocular system for
measuring clad bead height from three radially spaced cam-
eras. After fitting the molten pools into ellipses, their main

Fig. 1 Laser cladding setup and
optical schematic
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Table 1 Input parameter values

Laser power values (W) Travel speed values (mm/min)

350 300
700 800
1050 1300
1400 1800
1750
2100

features were fed into a recurrent neural network (RNN)
which calculated clad bead height. This became the first works
that made use of neural networks for geometry estimation on
laser cladding.

Mondal et al. [16] aimed at finding a relationship between
bead geometry and process input parameters. Through cross
sectioning, bead geometry was acquired. This bead geometry,
along with the process input parameters (laser power, travel
speed, and mass flow) was fed into an artificial neural network
(ANN), yielding a coefficient of determination (R?) of 0.981
for the best fit line.

Aggarwal et al. [17], targeting at bead geometry optimiza-
tion, took three approaches—one experimental, one based on
predictive models, and the last on ANN, all of them are based
on cross section measurements. The ANN approach surpassed
the remaining ones, with 96.3% of confidence level on its
results.

Caiazzo et al. [18] acquired data from cross sections to devel-
op an ANN capable of estimating process parameters. At first,
the ANN was used to estimate the process parameters from bead
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Table 2  Theoretical number of frames per travel speed

Travel speed (mm/min) Theoretical number of frames

1800 18
1300 48
800 78
300 108

geometries that were already deposited, based on their cross sec-
tions. Later, it was reversed, using the bead geometry to estimate
process parameters, achieving errors below 6% for travel speed
and powder feed rate, and of 2% for laser power.

Finally, Huaming et al. [19] predicted geometric character-
istics from input process parameters by a genetic algorithm
and backpropagation neural network-based approach (GA-
BPNN). Again, based on cross section measurements, the
ANN was trained, but their architectures were optimized by
the use of genetic algorithms (GA). The resulting networks
were trained much faster than the initial ones, achieving supe-
rior results. It was also observed the better performance of the
networks which output only a single parameter at a time.

Other approaches involving either the molten pool or the
clad bead measurement consist on low-cost alternatives [20],
laser triangulation over newly formed clad bead [21], and
even a methodology based on previous experiments calibra-
tion [22]. An approach to temperature acquisition through
black body calibration could also be found [23].

An attentive reader may observe mainly two types of re-
search. While most of them use the molten pool image in order
to acquire molten pool-related dimensions, others use solely
bead geometry measurements acquired from cross sections for
bead geometry estimation with ANN techniques. An approach
where both molten pool image and process parameters are
combined and fed to an appropriate ANN has not been found
on this review.

This work presents a novel approach where the molten pool
image is directly processed by a convolutional neural network

Fig. 2 Height and width bead
dimensions

Fig. 3 Image example after preprocessing

(CNN). As input, the network takes both molten pool image
and input process parameters, estimating clad bead width and
height in return. Six different CNN architectures were tested.
To make the network training feasible, measurements from the
clad beads were acquired by active photogrammetry means.
Different height and width values were measured to match
each corresponding image frame. After training, the CNN
estimated width and height values in great agreement with
the experimental values.

2 Experimental setup

2.1 Image acquisition and bead deposition

The experiments were performed on a laser cladding system
with coaxial powder nozzle head COAX-50-S, provided by
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Table 3 CNN architectures
Convolutional layers Dense layers Optimizer
A 5 1 Adam
B 4 1 Adam
C 3 1 Adam
D 5 3 Adam
E 5 2 Adam
F 5 1 Adadelta

the Fraunhofer ILT. The laser source is a fiber laser from IPG
Photonics® with a maximum laser power of 10 kW.
Feedstock material consisted of AHC 100.29 Hogands-
manufactured iron (99.98%) powder, fed at 6.51 g/min. The
substrate material is composed of ASTM A36 steel, in the
shape of a plate with the 50 x 200 x 9.52 mm dimensions.

Along with this system, there is a beam splitter, which
allows a camera to be coaxially set to the laser beam; its
optical path and schematic can be seen in Fig. 1. The camera
used is a grayscale CMOS device from PointGrey, model
BFLY-PGE-20E4M-CS, with a resolution of 1600 x 1200
pixels, acquiring images at 50 frames per second (fps). Due
to the laser’s high luminosity, neutral density filters from
Newport were used, resulting in a combined neutral density
of 2. An iris is also present on the system to further regulate
the amount of light entering the system.

For acquiring the images, the Spinview software from
PointGrey was used. On the software, the camera gain was
set to 15. On the computer configurations, the maximum
transmit unit between the computer and camera was set to
9000.

Regarding the process parameters, six values of laser pow-
er and four values of travel speed were used, resulting in 24

unique combinations, here named a set of beads. A total of 3
sets of 20 mm long beads were deposited with the same input
configuration presented in Table 1. From those, one whole set
of beads was destinated to the test phase of the network train-
ing, while the remaining ones were used for the training phase.

2.2 Bead measurement

The clad beads’ width and height measurements were ac-
quired through active photogrammetry by an ATOS Gom sys-
tem. The compact scan model was used with its minimum
scanning volume configuration. After acquiring the data
cloud, the three sets of beads resulted in 72 individual beads
that were manually segmented. Each of those beads was then
sectioned into a specific number of cross sections.

Because the camera recorded images at 50 fps, there is a
theoretical number of recorded frames for each bead which
depends on its travel speed, as seen in Table 2. Those numbers
of sections were then extracted from each bead with the use of
the GOM Inspect software.

From those sections, bead width and height were measured,
according to their definition in Fig. 2. Bead height is here
defined similarly to the literature, as the largest distance be-
tween substrate level and the bead’s surface, normal to the
substrate. The bead width dimension, however, is slightly dif-
ferent. It is defined as the largest distance parallel to the sub-
strate between points on the clad bead surface that has at least
5% of the total clad bead height. This definition was incorpo-
rated on the measurement algorithm so that the extraction of
those dimensions could be performed automatically and
accurately.

With the height and width dimensions for each frame, ev-
erything was then linked together through a comma-separated

Fig. 4 The 10 most central cross 0.7
sections of the clad bead that
deposited with 2100 W and
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Fig. 5 The 10 most central cross- 07
sections of the clad bead that
deposited with 2100 W and
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values (CSV) file by a Python script. This CSV file was later
used as a Pandas library DataFrame for the CNN training.

The matching between image frames and sections was not
perfect and did introduce errors on the measurement, as there
would happen in any measurement procedure. The perfor-
mances of the CNN, however, were not significantly affected
by those errors.

2.3 CNN development
The Keras library was chosen as the main tool for the CNN

development, on the Python 3.6 language, due to its easy to
use interface and completeness. The Scipy library was also

Width [mm]

used for support calculations, along with the Pandas and the
Glob libraries for file manipulation.

The OpenCV library was used for image preprocessing,
resulting in images like the one in Fig. 3. The preprocess-
ing consisted of eliminating completely black images (ac-
quired on process start, end, and between beads),
cropping the image region corresponding to the inside of
the nozzle, masking out the ring-shaped region where
there were nozzle inner reflections, and resizing the im-
ages to 128 x 128 pixels for processing time saving on the
following CNN training. Resizing the images did reduce
the resolution of them by a factor of 23.7% when consid-
ering the quantity of pixels per image. Although, they still

Fig. 6 The 10 most central cross- 0.7
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Fig. 7 Training performance of 107 4
CNN with both height and width
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retained enough information for the networks to success-
fully estimate the bead dimensions.

Regarding the architecture, the developed networks are hy-
brid CNN, meaning they have two different types of inputs—
molten pool images and process parameters values. A CNN
branch is dedicated to the molten pool image input, while a
standard, densely connected layer is used as an input for the
process parameter branch. Both branches are later concatenat-
ed together, followed by more densely connected layers,
which are ultimately responsible for outputting the estimated
bead geometry.

Six different architectures were tested, which can be seen in
Table 3. A previous experimental approach leads to architecture
A. Then, the effects of the number of convolutional layers was
analyzed, leading to architectures B and C. As the A architec-
ture performed the best, its structure was used to further analyze
the quantity of dense layers, leading to architectures D and E.
Finally, after resulting as the best performance once more, an-
other optimizer was tested, resulting on architecture F.

Those architectures variated on the number of layers on the
CNN branch, the number of neurons on the parameter branch,
and on the number of densely connected layers after the

Table 4 R* for CNN
Width and height R

with both outputs
Train Test
A 0.998 0.986
B 0.996 0.983
C 0.989 0.974
D 0.988 0.983
E 0.987 0.979
F 0.997 0.985
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branches’ concatenation. The parameter input layer always
consisted of a single densely connected layer, although the
number of neurons was set as the same as the number of
neurons on the CNN branch after flattening. It was done so
that both branches had the same number of neurons prior to
concatenation. Each architecture was trained three times, each
one with a different output type: clad bead height, clad bead
width, and both simultaneously. Each architecture with each
output type was trained for 200 epochs.

A total of 72 clad beads were deposited for this work, from
which 6561 image frames were acquired. A total of 4372 of
those frames correspond to two full sets of beads and were
destinated to CNN training dataset, while the remaining 2189
frames, corresponding to the last set of beads, were destinated
to CNN testing dataset.

3 Results and discussion

The beads were deposited with the parameters presented on
Table 1. Their images were acquired, and their cross sections
were obtained as explained on the “Bead measurement” sec-
tion. The 10 most central cross sections from the clad bead that
deposited with 2100 W and 800 mm/min can be seen on Fig. 4.
This specific clad bead has a height of approximately half mil-
limeter and almost 3 mm in width. A contrast can be seen on
Fig. 5, where the only change on the input parameters is on the
traverse speed, achieving a bead height of only 0.3 mm.

As for the influence of laser power in bead geometry, more
laser power usually results on a flatter clad bead, as observed
from Fig. 4 to Fig. 6. In this comparison, the clad bead, which
was deposited with the smaller laser power, 700 W, results on
a higher deposition, although a more irregular one than the
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Fig. 8 Coefficient of
determination for the training
phase of architecture A with all 4
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previous. On this last cross section, it is also possible to see
that the peak of the bead has a slight offset to the right. This is
considered to have happened due to a physical misalignment
of laser and powder foci at the equipment setup.

As shown, parameters do influence the final geometry of
the clad bead. The remaining question is the existence of a
relation between the process parameters, the process images,
and the final geometry, such is the goal of this work.

3.1 Loss value

For 200 epochs, the different CNN architectures were
trained. The mean squared error (mse) between target

Y T Y

1 2 3 q
Train - All Targets (mm)

and estimation values was used as the loss function. The
training performances can be seen in Fig. 7 for CNN with
multiple outputs.

It can be observed that the architectures F and A had
the best performances. They are the same architecture but
trained with different optimizers. Those are the CNN
which trained the fastest, while the D architecture is the
one that trained the slowest. Here, training speed relates
directly to network size—specifically, the number of neu-
rons on each architecture. The largest architecture, D,
took longer to train, while the architectures A and F
trained the quickest, a reason why the loss value achieved
by architecture F is ten times lower than the one achieved

Fig. 9 Coefficient of
determination for the test phase of
architecture A with all outputs il
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Table 5 R* for CNN with the width output

Width R

Multiple output Single output

Train Test Train Test
A 0.993 0.945 0.987 0.940
B 0.984 0.937 0.991 0.937
C 0.975 0.922 0.984 0.932
D 0.959 0.941 0.963 0.947
E 0.963 0.932 0.963 0.934
F 0.989 0.940 0.995 0.950

by architecture D. Although they have more convolutional
layers, it does not increase the number of neurons right
after the CNN branch, before concatenation, but reduce it
instead. As the fastest CNN, architectures A and F pre-
sented the lowest loss values.

Those same CNN architectures were also trained to output
each dimension separately. Their behavior during their train-
ing remained just like the multiple output case.

3.2 Coefficient of determination

Perhaps the most straightforward way to analyze a network’s
performance is through its targets and prediction plot. Its co-
efficient of determination (R?) is a quantitative indicator of a
neural network (NN) accuracy. Those values were calculated
and are presented in Table 4 for all CNN architectures with
multiple outputs.

According to what was observed with the loss value, archi-
tectures A and F presented the highest coefficient of determi-
nation (R?) values, thus, the highest accuracy. Here, the archi-
tecture A performed slightly better than the architecture F,
although the difference is so small, it cannot be concluded
which is effectively the best. One may notice that the training
was not conducted until 100% of accuracy. There is no reason
for training a network perfectly on an imperfect dataset. Those
errors originated from the matching between frames and cross

Table 6 R? for CNN with the height output

Height R

Multiple output Single output

Train Test Train Test
A 0.988 0.956 0.995 0.959
B 0.984 0.943 0.985 0.948
C 0.911 0.859 0.964 0.936
D 0.937 0.928 0.882 0.849
E 0918 0.901 0.948 0.919
F 0.989 0.955 0.995 0.959
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sections, as well as from irregularities on the clad beads, par-
ticularly on the ones that were deposited with the lowest laser
power.

The test phase resulted in slightly worse performance, as
expected. Even with the errors previously mentioned, the net-
works were able to achieve R” values above 0.97. The best
performance was again from the architecture A, with the value
of 0.9859, closely followed by F, achieving 0.9851.
Architecture A’s performance from both the training phase
and the test phase is depicted, respectively, in Fig. 8 and
Fig. 9, as target versus prediction plots.

When the architectures were trained to output a single ge-
ometry at a time, most of their performances increased. The
performances for the CNN with the width dimension as output
can be seen in Table 5, while the ones with the height dimen-
sion as output are in Table 6. On those tables, there is a com-
parison between the performance of the single output CNN
and the multiple output CNN. For this comparison to be fair,
the R* values for the multiple outputs CNN were recalculated
only with the target and prediction values of each dimension.

The R values are much smaller than on the multiple output
case. One reason for such is the reduced number of samples
for the R” calculation, which emphasizes larger errors on the
dataset. Even so, the A and F architectures are still the top
performances on all cases.

Another factor that can be observed is the higher difference
between training and testing R* values. The best architectures
achieved R? values above 0.98 on their train phases, although,
on their test phases, they decrease below 0.95. It shows the
presence of overfitting. It happens when the NN decorates the
training dataset, outstanding on it, although performing poorer
on everything else. Even with such overfitting, those architec-
tures did not lose on performance when compared with the
remaining ones.

Although the coefficient of determination clearly indicates
which performances outstand, it does not indicate any order of
magnitude. To overcome this issue, the error can be analyzed,
which is detailed in the next section.

3.3 Error analysis

Another way to evaluate the CNN performances is through the
error between target and prediction values. By fitting those
errors into a Gaussian distribution, one can once again observe
the CNN performances. The error Gaussian distributions for
the CNN with multiple outputs are depicted in Fig. 10 for the
training phase and in Fig. 11 for the test phase.

There is a big difference in magnitude between both plots, a
clear indication of the presence of overfitting. The architec-
tures A, B, and F present the highest peaks—thus the lowest
standard deviations—in the training case, in Fig. 10. Those
peaks are drastically reduced on the testing case. Even with
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strong overfitting, those architectures still present the best per-
formances, in agreement with the previous result.

Finally, a comparison between all test phase performances
with single and multiple outputs can be seen in Table 7.

Again, architectures A and F presented the lowest stan-
dard deviation values in all cases, except for single width
output. Even if the D architecture presented outstanding
performances on the multiple outputs mean value and on
the single width output standard deviation value, these are
taken as coincidences, which can happen because of the
random initialization of the CNN weights. Another indi-
cation of this being a coincidence is the remaining values
for this architecture, which stay way behind in perfor-
mance when compared with the other architectures.

Taking in consideration the results already presented, it
was considered that the best way to deepen this analysis
would be through study of the means and standard devi-
ations calculated as percentages from the true height and
width measurements. In this way, one could have a better
notion of what the values in Table 7 represent proportion-
ally. Table 8 presents those values calculated as percent-
ages of the target value.

From this table, it is noticeable that the networks with mul-
tiple outputs have the greatest variability, as the neural net-
work could not specialize itself as well as on the single output
ones. Also, in the later networks (E and F), the width dimen-
sion presents itself with the lowest variability among all. This
is explainable since bead width is more directly measurable

Fig. 11 Error Gaussian
distributions from the test phase 30 -
of the CNN with multiple outputs
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Table 7 Mean and standard deviation values for the test phases a coefficient of determination value above 0.98 for multiple
Width and height (wm) Width (1um) Height (1m) output tesF phase, which means an error mean as loyv as
2.4 um with a standard deviation of 134.8 um. For single
Mean Std Mean  Std Mean  Std outputs, this value remained on 0.950 for the width output
R 3 130 o1 1600 04 % and on 0.959 for the height output, meaning error means of
> 9 o ’ ’ 7 5.1 pm and 10.9 um and standard deviations of 153.7 pm and
B 25.0 139.9 11.8 171.7 6.0 98.0 .
86.3 um, respectively.
C 145 176.8 338 1762 118 108.3 As a direction independent method, this approach is yet
D 0.6 143.5 331 1494 247 1658 another alternative for laser cladding bead geometry estima-
E 1521 1521 253 1748 787 940 tion, with the potential to be used in real time. Many improve-
F 24 134.8 5.1 153.7 10.9 86.3

from the input images, which were perpendicularly taken from
its plane, while the height is not.

Another remarkable result is a comparison between archi-
tectures A and F on the single width output. Architecture A
presented the worst mean value, while architecture F, the best.
This is the first result with a significant difference between
these architectures, which are only different on the used opti-
mizer, apart from the weight values initialization. Because of
this difference, architecture F presents itself with the best re-
sults, thus, as the best architecture.

4 Conclusions

This work consisted of a CNN approach for clad bead geom-
etry estimation. Systematic research was conducted on intel-
ligent solutions for laser cladding optical monitoring, but none
that took this same approach was found. Later, an adequation
of the optical monitoring system started. After that, the clad
beads were deposited, and their molten pool images were
acquired. Clad bead height and width dimensions correspond-
ing to each acquired frame were then measured from the de-
posited clad beads by using active photogrammetry. Finally,
six different CNN architectures were developed. The training
revealed the best architecture to be the one with most
convolutional layers and less densely connected layers,
trained by the Adadelta optimizer. This architecture achieved

Table 8 Mean and standard deviation values in percentages for the test
phases

Width and height (%) Width (%) Height (%)

Mean Std Mean Std Mean Std
A 0.96 26.57 247  7.55 1.71 18.34
B —558 472.69 034 7.05 1.73 84.47
C 5.11 155.89 -134 695 —-5041 2689.98
D 1.25 27.71 236 744 -2.83 21.31
E —43l1 13.45 043 675 —11.27 14.44
F 2.66 23.05 020 6.63 -1.59 13.74

@ Springer

ments are yet to be done, such as enlarging the number of
deposit beads for more data—which would be useful for re-
ducing overfitting—and to try different alterations on the ar-
chitectures, particularly on the number of neurons. Different
materials and processing conditions could also be explored.
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