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Abstract
As additive manufacturing (AM) becomes a viable manufacturing solution, demand for an accurate thermo-structural model of the
process increases. Iteratively correcting discrepancies between the CADmodel and additively manufactured product through trial and
error can be an expensive and time-consuming process, taking up to several hours to build and costing up to tens of thousands of dollars
Lindgren et al. (Addit Manuf 12:144–158, 2016). A numerical model reduces manufacturing cost and time considerably by predicting
discrepancies that will arise due to the complex thermal history induced by the AM process, thus reducing the need for iterative
manufacturing.An importantpartof anyadditivemanufacturingmodel is theheat sourcemodel.Theheat sourcemodel is amathematical
function which represents how much of a heat source’s power actually goes into heating the powdered metal and how this heat is
distributed across the heat-affected zone (HAZ). This paper provides a review and analysis of heat sourcemodels in theAM literature to
date in order to alleviate some of the confusion and provide emerging researchers in the field with perspective on the issue. Both two-
dimensional surfacemodels and three dimensional volumetric models are explored. Next, an analysis of themodels was performed and
presented in an effort to validate their physical accuracy and mathematical usability. This analysis consisted of checking for sensible
boundary conditions and ensuring that energy conservation is upheld. In surfacemodels, the TEM00model is a classic representation of
theGaussianpowerdistributionofmostheat sourcesused inAM.Researchers interested insimplymodeling theheatdistribution,without
accounting for anyotherphenomena that intervene in theheat transferprocess (suchasmoltenpooldynamics)will find theTEM00model
suitable. The literature also shows cases where the TEM00 model has been modified to have a sharper radial gradient, and these
modifications can be suitable for high-powered heat sources. For volumetric models, Goldak’s ellipsoidal model (Metall Trans B
15(2)299–305, 1984) remains a straightforward and accurate model that is physically sound and applicable to a variety of cases. The
Gaussian conemodel presentedbyRogeon et al. [48] also performswell,meeting all the requiredphysical andmathematical restrictions.
Thismodel’s linearlydecayingpenetration isbetter suited forhigh-energyapplications.Thenon-GaussianconeproposedbyTsirkaset al.
(JMaterProcessTechnol134(1):59–69,2003) imposes inaccurateboundaryconditionsandviolates the first lawof thermodynamics, and
is thus deemed an inadequate model. Other novel models have been introduced in recent years, most notably the line model and the
elongated ellipsoidalmodel presented by Irwin andMichaleris (JManufSci Eng138(11):111004, 2016).Both of thesemodels are based
onGoldak’s ellipsoidal model and attempt tomaintain the accuracy of thatmodel while allowing for fewer time steps and requiring less
computational resources. Thesemodels appear to functionwell and can be used effectively in some applications, but could benefit from
further studyandvalidation.Caremust be taken to ensure that theparameters usedwith thesemodels donot result in averaging errors or a
discontinuous thermal field. These tools must be used carefully with a thorough understanding of the underlying mathematics.
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1 Introduction

Over the last few decades, additive manufacturing (AM) has
grown from a niche technology to a viable manufacturing
option. Several industrial applications lend themselves to the
unique benefits that AM brings, and industries such as the
airline, healthcare, and automotive industries have integrated
AM into their day-to-day operations alongside more conven-
tional manufacturing methods. However, AM remains a
young technology held back by an incomplete understanding
of the process.

This is particularly true of mathematical modeling of the
AM process, which is essential to reduce the need for
expensive and time-consuming iterative builds. The nu-
merous physical phenomena involved in the process,
spanning a wide range of spatial and temporal dimen-
sions, have challenged the collective understanding and
resources of the scientific community. As the scientific
literature struggles to keep up with this emerging tech-
nology and researchers around the world develop their
own unique tools to address these challenges, it is im-
portant to periodically compare and scrutinize these dif-
ferent approaches.

An important part of any AM modeling effort is the heat
source model. The heat source model is a mathematical func-
tion which represents how much of a heat source’s
power actually goes into heating the powdered metal
and how this heat is distributed across the heat-
affected zone (HAZ). The heat source model can also
provide an estimation of how the powder deposition
process influences the heat source and inform the design
of the powder nozzle [1], as well as the complicated
interactions between the molten pool and the laser spot.
Issues such as varying radiative properties of the build
surface due to phase change, laser attenuation by the
falling powder, and penetration of the heat source into
the thickness of the build are just some of the physical
phenomena that a heat source model can be used to
estimate in a macro-scale model of the overall manufacturing
process, using empirical data.

Due to the complexity of the AM process, however, it can
be difficult to establish whether or not a heat source model is
functioning well. An AMmodel often contains several empir-
ical constants that are established experimentally, and these
constants can easily mask underlying issues with a mod-
el by providing “false” positive results—i.e., results that
agree with experimental data although the theory behind
them is flawed. For example, a model that overestimates
laser heat transfer can be coaxed into providing valid
results if it is used with an underestimated efficiency
value. Since laser efficiency is empirically determined,
problems can go unnoticed and later distort predictive
efforts. For this reason, heat source models must be

inspected in isolation to ensure that they function cor-
rectly before they are incorporated into an AM model.
This paper provides a critical review of heat source
models in the AM literature to date in order to alleviate
some of the confusion and provide emerging researchers
in the field with perspective on the issue.

2 Heat source models

Heat source models for additive manufacturing are most often
derived from welding literature [2]. The interaction between
the heat source and the work surface is identical in both
manufacturing processes, and although AM consists of
multiple-layered builds, leading to a more complicated ther-
mal history, the surface interaction with the heat source re-
mains the same. Below is a list of heat source models that
have been used in the AM modeling literature to date.

2.1 Two-dimensional models

Some studies opt to use a two-dimensional, surface heat
source model, where the heat is distributed along the deposi-
tion surface with no heat penetration accounted for. Laser
penetration in this context is an analogy for multiple phenom-
ena that occur nearly simultaneously at the transient molten
region. These phenomena include increased absorptivity of
metal as it melts and convection in the molten pool through
the Marangoni effect.

The use of surface heat source models for modeling
welding processes has been justified by numerous sources in
the literature [3]. These equations have also been used exten-
sively in additive manufacturing models. However, models
that utilize these surface distributions also usually account
for other forms of thermal transience independently, since
the heat source model itself neglects to account for anything
other than straightforward heat input from a heat source.

This section presents the surface heat source models found
in the additive manufacturing literature to date.

2.1.1 TEM00 Gaussian distribution

In 2003, Hu and Kovacevic published a study [4] that inves-
tigated the thermal behavior of the molten pool during the
laser-based additive manufacturing of a single-bead wall.
Closed-loop control of process parameters was employed to
maintain a constant molten pool geometry and cooling rate
throughout the process. In this study, the heat source model
was expressed as thermal flux density (energy per area) and
was given by the formula:

q ¼ 2AP e
−2r2

r2
b ð1Þ
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where A is the absorptance of the powder (dimensionless), P is
laser power (W), rb is the radius of the laser spot (m), and r is
the radial coordinate at which laser intensity is being evaluated
(m). The authors attribute this model to the work done by
Cline and Anthony in 1977 [5]. This model is the ubiquitous
TEM00model, so-called because it represents the fundamental
transverse mode of laser waves [6]. This fundamental mode
dominates laser heat transfer when a laser is focused in a
single spot, as is the case in additive manufacturing applica-
tions. This model is very common in additive manufacturing
literature, as well as the literature for similar technologies.

In 2004, Han et al. [7] used this same heat source model in
their model of a cladding process. Their model also accounted
for the attenuation of laser power caused by the beam’s inter-
action with the powder before arriving at the melt pool. This
attenuation, for a coaxial nozzle, is adapted from the work of
Frenk et al. which dealt with a side nozzle [8]. The attenuation
of laser power for a coaxial nozzle is thus given by:

Patten ¼ Plaser 1−exp −
3Qextṁl
πrD2

pρVp

 !" #
ð2Þ

where ṁ denotes the mass flow rate (kg/s), l is the flight

distance from the nozzle exit to the substrate (m), D2
p is the

area diameter covered by the powder cloud (m2), Vp is the
powder injection velocity (m/s), r is the radius of the powder
particle (m), ρ is powder density (kg/m3), and Qext is the ex-
tinction coefficient (dimensionless). This work assumed that
the extinction cross section is close to the actual geometrical
cross section, thus setting Qext = 1. Rearranging terms and
expressing intensity as the power per unit area (W/m2), we
arrive at a formula for laser intensity absorbed by the work-
piece after attenuated power is accounted for:

qabsorbed ¼ Ptotal−Patten ¼ 2AP e
−2r2

r2
b −Patten

¼ 2AP e
−2r2

r2
b −P 1−exp −

3ṁl
πrD2

pρVp

 !" #

¼ P 2A e
−2r2

r2
b þ e

− 3m˙ l
πrD2pρVp

� �
−1

24 35 ð3Þ

Qi et al. [9] presented another model of the direct deposi-
tion process in 2006 using the same TEM00 equation for laser
intensity distribution. Citing the Beer-Lambert law, the au-
thors also present a different formulation for the attenuation
of the laser beam through coaxial powder flow. This formula-
tion is given by

q r; lð Þ ¼ ql rð Þe −σextNlð Þ ð4Þ

where σext is the mean extinction area of powder particles
(m2) and N is the number of powder particles in a given con-
trol volume.

Additionally, the temperature increase in the powder during
the deposition process is given by

q r; lð Þαπr2p
Δl
vp

� �
¼ 4

3
πr3PρpC

p
pΔT ð5Þ

which describes the energy balance between the portion of
attenuated power that is absorbed by the powder and the pow-
der’s thermal capacity.

Roberts et al. [10] presented a study in 2009 that examined the
transient thermal field during laser melting of metal powders in
additive manufacturing. This study is particularly relevant to this
current review as it was concerned singularly with the thermal
aspects of the process. This study uses the same heat source
model described above to represent the distribution of laser heat
across the surface of the laser spot and correctly identifies it as the
fundamental transverse mode of laser irradiance, TEM00 [11].
This thermal model was then validated using the experimental
findings of Fischer et al. [12]. Following this study, Lavery et al.
[13] presented a conference paper in 2014 that included a brief
review of additive manufacturing modeling efforts to date. In
addition, the paper explored several modeling case studies, one
of which looked at the effect of thermal-structural coupling on
simulation results for the simple case of a moving heat source on
a rectangular plate. Results indicated a notable difference in re-
sidual stress calculation when thermal and structural modeling
components are uncoupled (the structural problem is solved fol-
lowing the thermal problem with no iteration between the two).
However, further investigation and validation are required. This
heat sourcemodel is also cited as themost widely adoptedmodel
in the literature by Zeng et al. [14] in their comprehensive review
of laser sintering and selective laser melting. There is a slight
misspelling in their paper where the number “2” is missing from
the exponential numerator in their Eq. 5, but the model is clearly
intended to be the very same TEM00 model.

Several other studies have utilized this two-dimensional
TEM00 Gaussian distribution. Alimardani et al. [15] used this
model in their study where they carried out a numerical and
experimental investigation on the thermal history and stress field
induced during the formation of a thin-wall part using laser solid
freeform fabrication, an additive manufacturing process that in-
volves movement of the substrate. The incidence angle of the
laserwas also taken into accountwhenever the deposition surface
was not flat bymodifying the absorption factor [16, 17]. Kovalev
et al. [18] utilized this formulation in their study of gas-dispersed
powder deposition in a Direct Laser Deposition (DLD) AM pro-
cess, citing Toyserkani et al.’s textbook on laser cladding [19].
They compared three different coaxial designs and performed a
multiphase computational analysis, developing an algorithm to
model the particle follow pattern based onmaterial properties and
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nozzle geometry. Foteinopoulos et al. [20] used this formulation
in their 2D model of the selective laser sintering (SLS) additive
manufacturing process. They aimed to build a model that was
both computationally efficient and accurate. An adaptive
meshing strategy was used to reduce computational time and
enable storage of the entire thermal history of the process.
Material properties were not only temperature-dependent, but
also porosity dependent, using relations developed by Maxwell
[21] and German and Park [22].

An alternative formulation of the 2D Gaussian distribution
was used by Manvatkar et al. in several of their studies on
LENS and DLD processes [23–25]. The first study presented
a thermal model of a single-layer LENS process that predicts
parameters such as layer height, cooling rate, and molten pool
temperature and dimensions. The second and third studies
further developed this model for multilayer DLD processes,
additionally accounting for laser attenuation and powder
heating mid-flight through coaxial deposition. The heat source
model used in all three studies is given by:

q ¼ ηPd exp −
dr2

r2eff

 !
ð6Þ

where d is known as the laser energy distribution factor. This
formulation is used more frequently in the welding literature,
although the selection of laser power distribution factor ap-
pears empirical. It can be set to 2 to obtain the conventional
2D TEM00 model that has been discussed so far. In these three
studies, however, this distribution factor was set to three,
representing a steeper distribution with more intensity at the
center of the spot and a sharper decline in intensity radially
outwards. In the first study, the authors state that this steeper
distribution is better suited to the type of laser used in the
LENS process, which was a diode pumped ytterbium fiber
laser used at a 210-W laser power. The latter two studies do
not state the type of laser used, but due to the similarity in
process parameters between the first study and the second, it
can be inferred that the same laser was used for both studies.
Mukherjee et al. [26] subsequently used this same formulation
in their coupled thermal-structural model, which also involved
modeling of fluid flow in the molten pool. All four studies that
used this formulation were experimentally validated.

Huang et al. [27] carried out a study in 2004 that focused on
the attenuation of the laser beam through the powder deposition,
and reached several formulations that express the attenuated laser
power. In this study, the laser energy distribution factor described
above is taken as 1, resulting in the following formulation:

q ¼ Pexp −
x2 þ y2

R2
1

� �
ð7Þ

The choice of a distribution factor of 1 is not addressed in
the study; it may have been used to represent a lower power
heat source using a gentler distribution slope representing a
more even distribution. Next, the authors used the Beer-
Lambert theorem [28], which gives the attenuation of the laser
when traveling through a medium using the equation

q x; y; zð Þ ¼ q x; y; zþ Δzð Þ 1−exp −πR2
p:N x; y; zð Þ:k Δzð Þ

h ion
ð8Þ

where q(x, y, z + Δz) is the incident laser intensity before atten-
uation (W/m2), and Rp is the mean radius of powder particles
(m). N(x, y, z) is the particle concentration in the path of the
beam, and k(Δz) is known as the extinction coefficient or at-
tenuation coefficient and is dependent on the laser’s wave-
length and powder properties. This attenuation coefficient is
given by Mie’s solution to the Maxwell equations [29] as

k ¼ λ
πRp

∑
∞

n¼0
2nþ 1ð Þ anj j2 þ bnj j2

� �
ð9Þ

where λ is the laser wavelength, and anand bnare known as the
Mie coefficients, which are given by Riccati-Bessel functions
and spherical Bessel functions. These functions are usually
solved using recursive algorithms [30, 31] in a mathematically
involved process. Additionally, the heat absorbed by powder
particles as they are deposited is calculated independently,
utilizing the key assumption that the temperature gradient
among the particles does not vary radially. As such, the laser
power absorbed by the powder particles during deposition is
calculated in a layer-by-layer fashion (relative to vertical
height from the substrate) and is given by

Q ¼ I x; y; zð Þ:αP−2σϵ T4−T 4
surroundings

� �
−hf T−T f
� � ð10Þ

which is simply representative of the energy balance between
the absorbed laser power (αP being particle absorptivity) and
heat loss to the surroundings through radiation and
convection.

2.1.2 Combination of TEM00 and TEM01

While the fundamental mode TEM00 yields sufficiently
accurate results for most studies, Kovalev et al. [32]
employed a more sophisticated application of optical
modes in their study of the DLD process. Their model
was focused on the prediction of molten pool geometry
and size, starting with the powder delivery gas flow field,
particle dispersion, and all the way to the interaction with
the substrate. Convection within the molten pool due to
the Marangoni effect was neglected. Following the tech-
nical specifications of the Trumpf DMD505 facility,
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where the validating experiments were conducted
[33–35], the heat source model used was a linear combi-
nation of the radiation modes TEM00 and TEM01:

q ¼ 2P a00 þ a01
2r2

r zð Þ2
 !

exp −
2r2

r zð Þ2
 !

ð11Þ

where

r zð Þ2 ¼ r20 þ z−z0ð Þ2 Df

2Fd

� �2

ð12Þ

The coefficients a00 and a01 determine the ratio of TEM00

and TEM01 in the linear combination and are determined ex-
perimentally (values of 0.25 and 0.75, respectively, are used in
this study). z0 is the vertical position of the focal plane, Df is
the lens diameter, and Fd is the focal distance. This formula-
tion thus takes into account the location of the laser spot rel-
ative to the beamwaist as opposed to assuming that the laser is
always operating at the waist. This is an important factor to
consider especially in the DMD process, where layers are built
on top of one another with no movement in the substrate. On
the other hand, the assumption that the beam is always oper-
ating at the waist is safe to make when it comes to SLS pro-
cesses, since the substrate moves downward with every de-
posited layer, maintaining a constant distance between the
laser and the molten pool.

2.1.3 Circular distribution

An alternative two dimensional heat source model is the cir-
cular distribution, used by Peyre et al. in their thermal DMD
analytical-numerical model [36]. The circular heat source
model is given by the following equation:

q ¼ q0:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−

x2

r20

� �
−

y2

r20

� �s
ð13Þ

This study briefly explored the difference between
Gaussian and circular heat distributions and found that the
circular distribution is valid for the 5–7 mm defocusing range.
Powder absorptance is accounted for when calculating laser
power attenuation, which follows the work of Qi et al.
discussed above. The thermal results obtained using this mod-
el were validated experimentally.

Citing Peyre et al.’s comparison between Gaussian and
circular distributions, Zhao et al. [37] also chose to use a
circular distribution in their thermal and structural model of
SLS additivemanufacturing of titanium alloy parts. This study
investigated aspects of molten pool size, cooling/heating rates
and residual stresses using a coupled modeling methodology.
A three-dimensional model was used to explore these

parameters in a single-layer build, and a two-dimensional
model explored multiple layer builds. Experimental validation
was not performed and is stated to as a future area of work.

2.2 Three-dimensional models

Following the discussion of surface heat source models, this
next section presents a discussion of volumetric heat source
models found in the additive manufacturing literature. These
heat source models are characterized by a three-dimensional
profile that attempts to approximate transient heat transfer
mechanisms at the molten pool, accounting for phenomena
such as the change in absorptance of the powder as it changes
phase and convection effects within the pool. These models all
involve parameters that must be determined empirically, such
as laser penetration depth. Many varied three-dimensional ge-
ometries are used by different researchers to model heat dis-
tribution, whereas the two-dimensional models all involve
radial exponential decay of heat (with only the gradient of that
decay varying from model to model).

2.2.1 Gaussian ellipsoid model

This model consists of Gaussian functions in all three di-
mensions, leading to a half-ellipsoidal geometry. It dates
back to 1984, when Goldak et al. published their seminal
formulation of a double-ellipsoidal model for finite ele-
ment analysis of welding heat sources [38]. First, they jus-
tify the use of a Gaussian surface distribution of the heat
source, stating that models that assume a constant power
density in the molten zone, such as the model developed by
Paley and Hibbert [39], are both physically inaccurate and
mathematically undesirable. They are physically unrealis-
tic because they does not satisfy stirring velocity boundary
conditions, which must be zero at the fusion zone bound-
ary and maximum at the heat source-metal interface, and
they are mathematically undesirable since they lead to a
large thermal impulse at the edge of the spot size, which
requires excessively large mesh densities in order to be
computed adequately. The ellipsoidal Gaussian distribu-
tion is presented as a preferable alternative that is in strong
agreement with experimental measurements. The use of a
volumetric distribution is justified by the need to account
for heat penetration beneath the surface of the material as
well as molten pool complexities that are difficult, if not
impossible, to model, such as the effects of surface tension
and buoyancy forces.

The double-ellipsoidal heat input model is formulated by de-
fining an ellipsoidal three-dimensional Gaussian distribution, ap-
plying conservation of energy constraints, and defining boundary
conditions at the edge of the ellipsoid. The boundary condition
used by Goldak et al. is that the heat intensity at the edges of the
ellipsoid (i.e., the edges of the heat source spot) in any of the
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three axes is equal to 5% of the maximum intensity. These con-
ditions lead to the popular formulation:

q x; y; ξð Þ ¼ 6
ffiffiffi
3

p
Q

abcπ
ffiffiffi
π

p e−3x
2=a2e−3y

2=b2e−3ξ
2=c2 ð14Þ

where ξ is a longitudinal coordinate on an axis whose origin
remains stationary as the heat source travels across the workpiece
and is defined by:

ξ ¼ zþ v τ−tð Þ ð15Þ
where v is the travel speed of the heat source and τ is a lag term
used to define the location of the heat source at t = 0. This
double-ellipsoidal geometry is more flexible than other alterna-
tives and allows the formulation to account for a variety of heat
sources, including non-axisymmetric ones. This model was val-
idated against Christensen’s [40] and Chong’s [41] experimental
investigations, as well as the numerical investigation conducted
by Krutz and Segerlind [42], who used the surface disk model
presented by Pavelic et al. [43]. The model was validated suc-
cessfully, showing strong agreement with these experimental re-
sults and demonstrating a more accurate temperature distribution
around theweld than the surface diskmodel presented by Pavelic
et al.

This formulation is the most commonly used in AM models.
Michaleris [44] used this formulation in his 2014 study where he
investigated the different ways with which to model material
addition in a finite element model. The first method he studied
was the quiet element method, where the entire geometry of the
part is created at the beginning of the simulation, but material that
will be added later in the process is turned “quiet” by temporarily
reducing its thermal conductivity and specific heat capacity to
near zero. This ensures that the material will have no thermody-
namic effect on themodel until it is physically relevant, i.e., it has
been added to the model. At that time, its original material prop-
erties are restored. This method has the advantage of having one
constant matrix formulation throughout the entire modeling pro-
cess, with no need to re-generate the matrix equation after every
deposition step. On the other hand, this model must solve the
same number of equations whether the process has just started or
is nearly done, meaning that this method does not make use of
the initial small number of active elements for faster computation
times. The second method investigated in this study is the inac-
tive element method, where elements representing material that
will be deposited later in the process are removed from the anal-
ysis entirely until the process arrives at the stage at which this
material is added. Because the number of elements in the model
is therefore much smaller at the start of the process, this model
benefits from faster computational times specifically at the initial
stages of the deposition process. However, this method cannot be
easily incorporated into most commercial FEA software, and the
faster computation time may be offset by the need to reformulate
the problem at every time step. Using a case study of a thin wall

build on top of a substrate,Michaleris found that the difference in
computational time between both methods is insignificant if the
method is applied adequately.

Similarly, Heigel et al. [45] also investigated the relevance
of accurate forced convection values in the overall accuracy of
a finite element model of the DLD process. Three different
DLD processes were considered, using Ti-6Al-4Vas the work
material. Three thin-walled geometries were considered with a
different idle time for each geometry. Each of these three test
cases was run twice: once using in situ measurements of
forced convection, and once with only free convection con-
sidered on all surfaces. The results of the model were com-
pared with experimental results and verified that neglecting to
include forced convection in the model accounted for an in-
crease in percentage error of up to four times.

Yang et al. [46] also used Goldak’s Gaussian ellipsoid
model in their thermomechanical model of the LENS process.
Their model, published in 2016, utilized both a quasi-static
and a full transient coupling of the thermal and structural
analyses. The quiet element method was used to simulate
metal deposition. The LENS process being modeled consisted
of five layers of a square contour being built on top of the
substrate. The model was validated through experimentation,
finding good agreement between experimental and numerical
results. The increase in accuracy when using full transient
coupling between the thermal and structural models as op-
posed to quasi-static coupling was determined not to be worth
the severe increase in computational cost.

Denlinger andMichaleris developed a finite element model
of the DLD process in 2016 [47] in order to study the effect of
stress relaxation on the residual stress experienced by the part
during manufacturing. The study developed a method to nu-
merically account for the effect of transformation strain, which
sometimes acts in opposition to all other strain components
and thus helps mitigate residual stresses during AM. The ef-
fect was studied in Ti-6Al-4Vand compared to the behavior of
Inconel 625, since the latter does not experience any allotropic
phase changes and thus serves as an adequate benchmark. A
DLD process was simulated using varying idle times between
each pass; since decreasing idle time increases the molten pool
temperature for subsequent passes, the effect of transforma-
tion strain is more pronounced at shorter idle times. The study
confirmed that shorter idle times, leading to increased trans-
formation strain, reduced residual stresses when machining
Ti-6Al-4V, leading to less distortion. The opposite was ob-
served when Inconel 625 was used; since Inconel 625 does
not undergo allotropic phase change, there was an absence of
transformation strain to counteract the thermal stresses that
became more severe as the idle time was decreased.
Therefore, Inconel 625 experienced more severe distortion
and residual stresses as idle time was reduced. The numerical
findings of this study were validated experimentally, and pro-
vide compelling evidence that any optimization strategy for
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the DLD process will be inadequate if allotropic phase change
is not taken into account.

2.2.2 Conical models

The Gaussian cone heat source model is a more recent formu-
lation. Geometrically, it can be described as a two-
dimensional Gaussian distribution in the x-y plane that decays
linearly in the z-axis (i.e., the penetration axis). It is therefore
this linear decay along the penetration axis, as opposed to a
Gaussian decay, that sets this model apart from Goldak’s el-
lipsoidal model. This model geometry is represented by sev-
eral different formulations in the literature. The most promi-
nent are presented below.

a. Gaussian Cone:

A formulation of the conical Gaussian heat source was
given by Rogeon et al. [48] in 2001. This formulation was
developed through several experiments for electron beam
welding, and was then formally expressed by Rouqette [49]
as:

q x; yð Þ ¼ f zeð Þ* 8ƞUI
πO=

2
E

exp �
8 x2 þ y� ysð Þ2
� �

O=
2
E

0@ 1A ð16Þ

where f(ze)is given by the equation:

f zeð Þ ¼ 2

h
1−

ze
h

� �
ð17Þ

Using a notation more consistent with previous formula-
tions, we can rewrite the previous two equations as:

q x; y; zð Þ ¼ 16ƞQ
πr20h

exp �8
r2

r20

� �
* 1� ze

h

� �
ð18Þ

This formulation was used in an AM context by Shen and
Chou [50] in 2012, who used this heat source formulation in
their thermal model of an electron beam additive manufactur-
ing (EBAM) process. This thermal model was validated
against experimental data found in the literature and then used
to explore the effect of porosity-dependent powder properties
and beam diameter on the EBAM process. This study found
that an increase in powder porosity caused an increase the
molten pool temperature along the z-axis, but resulted in a
decreased temperature in the x-y plane. The overall molten
pool temperature was seen to increase with higher porosity
powders. Heating and cooling rates of the metal powder were
seen to decrease with increasing porosity. These results indi-
cate that powder porosity is likely an optimizable parameter,
where increased porosity can decrease cooling rates during
solidification leading to a more homogeneous product, but

decreased porosity leads to more dense parts with a smaller
likelihood of trapped air bubbles interfering with part quality.

This formulation was also used byRomano et al. [51, 52] in
their thermal finite element model of the laser AM process.
This study investigated the molten pool size and temperature
for three different materials in order to find the difference in
process parameters needed to successfully additively manu-
facture parts using each material. The model was fed with the
material properties of stainless steel (SS316L), Aluminum
(Al7075), and Ti-6Al-4V. The study indicated that
Aluminum required the highest heat input in order to maintain
an adequate melt pool for manufacturing, even though it pos-
sesses the lowest melting point of the three metals. This is
attributed to aluminum powder’s low absorptivity and solid
aluminum’s high conductivity. These attributes mean that the
powder is not absorbing as much of the lasers heat as alterna-
tive metals and dissipates it to the surrounding area through
conduction at a higher rate, making it difficult to maintain an
adequate molten pool. Titanium was found to require the least
heat input out of the three metals.

b. Non-Gaussian cone:

This first Gaussian cone formulation first appeared in 2002,
when Tsirkas et al. [53] presented a finite element model of
laser welding in order to predict distortion caused by the
welding process. This model used a cone geometry to repre-
sent the keyhole-shaped heat distribution that has been widely
recorded in the literature for high-powered laser applications.
The cone distribution of power density is given by the follow-
ing equation:

q r; zð Þ ¼ 2Q
πr20H

e
1− r

r0

� �2

1−
z
H

� �
ð19Þ

where Q is the laser power absorbed by the work piece each
time step, r0 is the spot radius, H is the depth of penetration of
the laser, and (r, z) are the radial coordinates of each node at
which the power density is being calculated, with the origin
being the center of the laser spot.

This formulation was later used byWang and Felicelli [54]
in developing a model to investigate the influence of LENS
processing parameters on phase transformations and
discussed the implications on part hardness. The study discov-
ered that sufficiently fast laser travel speeds are needed to
reduce the occurrence of tempered martensite, resulting in a
more uniform microstructure and hardness of the product.
However, faster laser travel speeds can result in incomplete
fusion of the metal powder particularly in the lower layers
nearer to the substrate, which results in porosity of the prod-
uct. Therefore, sufficiently high laser power must be used in
conjunction with faster laser travel speeds to produce a ho-
mogenous, suitably dense product. Wang et al. [55] then
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further developed this model of the LENS process for the
purpose of investigating the relationship between laser power
and molten pool size for multiple layer builds. First, the model
was validated against experimental results presented by
Hofmeister et al. [56]. The model was then used to investigate
the relationship between laser power and molten pool size and
found that for the parameters they were investigating, a con-
stant molten pool size resulted in a near-linear decrease in
laser power for increasing layer numbers, when accounting
for initial transience caused by the cold substrate. The model
also verified the necessity of increasing laser power when
travel speed is increased in order tomaintain a constant molten
pool size. Finally, in a third study, Wang et al. [46] further
developed the model to investigate the effect of LENS process
parameters on residual stresses experienced by the part during
manufacturing. These numerical results were then validated
using experimental neutron diffraction stress measurements,
although the authors maintain that further validation is neces-
sary for a wider range of values to ensure the predictive ability
of the model. Within the scope of the investigated parameters
and values, the study indicates that higher laser power in-
creases residual stresses, as expected. The correlation with
laser travel speed is more complex and was not entirely clear;
certain speeds caused compressive residual stresses along the
height of the piece (perpendicular to layer deposition) while
other speeds caused tensile residual stresses. Further study is
needed to explore this relationship. This formulation was also
used by Piekarska and Kubiak [57] who presented their own
thermal model of laser welding S450 steel sheets in 2012.

2.3 Other three-dimensional models

The following models have only been proposed by a single
study each. They may offer some merit but require further
investigation.

2.3.1 Line and elongated ellipsoid models

Irwin and Michaleris [58] published a study in 2016 pre-
senting new heat source models for powder bed additive
manufacturing. The models were created to address the
issue of exceedingly small time steps needed to accurately
represent the small spot sizes that characterize powder bed
AM, allowing it to achieve high-resolution builds. A for-
mulation that allows the use of larger time steps can ben-
efit from considerably shorter computation times.

This study offers two alternatives to the classic
Gaussian ellipsoid model formulated by Goldak. The first
is the line model, which essentially averages the heat in-
put given by Goldak’s ellipsoidal model over the length of
several time steps, allowing the computation of up to an
entire pass of the laser in a single time step. This line
model is given by the following integral:

Q ¼ 1

Δt
∫t0þΔt
t0 Q dt

∴q� ¼ 3Pƞ
Δtvsabπ

exp � 3x2

a2
� 3y2

b2

� �
erf

ffiffiffi
3

p
zþ vstð Þ
c

� �
ð20Þ

The line model allows the time step to be increased without
fear of skipping over elements, which is a concern with
Goldak’s ellipsoidal model. However, if a time step is used
that results in a much greater line segment (along the deposi-
tion direction) than the diameter of the spot size, the line
model results in near-discrete steps of thermal energy. This
sort of discontinuity is physically invalid and will produce
inaccurate results if left unmitigated.

To address these discontinuities, an elongated ellipsoidalmod-
el is proposed. This model operates by adjusting the intensity at
the edges of the ellipsoid to be equal to half the maximum inten-
sity, which occurs at the center of the ellipsoid. This then allows
the ellipsoid to be “stretched out” over a larger portion of the pass
length. An adjusted pass length must be used, which is given by
the equation:

ce ¼ vsΔt
2

ffiffiffiffiffiffiffiffiffi
3

log2

s
ð21Þ

This elongated ellipsoid can now be expressed as:

q x; y; ξð Þ ¼ 6
ffiffiffi
3

p
Q

ab~cπ
ffiffiffi
π

p exp −
3x2

a2
−
3y2

b2
−
3 zþ vs t0 þ 1

2 Δt
� �� �2
ce2 Þ

 
ð22Þ

The authors then proceeded to test both of these models in
comparison to Goldak’s model, using a process that involves
five uni-directional heating passes on top of a rectangular
substrate. Multiple time steps were used with each of the pro-
posed novel models to demonstrate their behavior with vary-
ing time steps. The study found that accurate results (within
10% of Goldak’s model) can be obtained using these formu-
lations. The line model was found to produce more accurate
deformation results, while the elongated ellipsoid model per-
formed better during thermal analysis.

2.3.2 Three-dimensional TEM00 model

A three-dimensional TEM00 model was used by Vasquez
et al. in 2011 [59]. Their model of the DLD process was
aimed primarily at predicting the shape and size of the
molten pool. The thermal model took into consideration
convection due to the Marangoni effect, as well as laser
power attenuation due to powder delivery as described by
Han et al. [7] earlier. The heat source model in this study
is given by:
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q ¼ 2

πr2
Pe−

2
r2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2þy2þz2

p
ð23Þ

The transverse modes of radiation are, by definition, two-
dimensional; they describe the variation in radiation intensity in
a plane that is perpendicular, or “transverse,” to the direction of
irradiance. The physical reasoning behind this three-dimensional
formulation of the TEM00 equation is therefore unclear.

The study was validated using the experimental work of
Lalas et al. [60], and a strong agreement between the predicted
and actual molten pool geometries was observed. The study
then proceeded to investigate the expected effect of various
process parameters on molten pool geometry. An increase in
powder flow rate or laser scan speed was found to reduce the
depth of the molten pool. An interesting relation was found
between metal evaporation and laser power: Past a certain
threshold, an increase in laser power counterintuitively de-
creases the amount of metal vapor escaping the molten pool.
This is hypothesized to be because of the pressure applied by
plasma on the surface of the base material, which traps the
vapor until the molten pool cools and the vapor solidifies.
These findings were consistent with the findings of
Sankaranarayanan and Kar [61].

2.3.3 Logarithmic decay model

Yu et al. [62] presented a 3D model of the SLS process in 2016
that focused on the effect of re-melting densification on porosity
of the manufactured part. This multi-physics model considered
the behavior of gas bubbles in the molten pool and the effect of
the pool’s surface tension. This study found that re-melting pre-
viously deposited layers greatly reduced product porosity, which
justifies lower laser scanning speeds despite a prolonged process
time. The heat source model used in this study is given by:

q ¼ 3csPA

πH 1−
1

e3

� � exp −
3cs

log
H
z

� � x2 þ y2
� �2664

3775 ð24Þ

where cs is a constant shape coefficient that is dependent on the
laser emitter geometry. This heat source model is attributed to the
work by Bag et al. in developing an adaptive welding volumetric
heat source [63]. In their paper, Bag et al. described a heat input
model comprised of two parts: a two-dimensional Gaussian dis-
tribution is usedwhile the substrate is belowmelting temperature.
Once the substrate dips below the solidus point, this model is
replaced by a three-dimensional heat input model that accounts
for themolten substrate. It is not clear how this weldingmodel by
Bag et al. led to the above model by Yu et al. One criticism that
can be offered against it is that it utilizes a logarithmic fraction
with the z-coordinate as a denominator. This leads to a mathe-
matically discontinuous function which is undesirable in a

numerical process. This discontinuity will also demand increased
mesh density along the z-axis in order to minimize errors, in-
creasing computation time.

3 Discussion and analysis of heat source
models

A near exhaustive list of the heat sourcemodels that have been
used in the additive manufacturing literature has been present-
ed. Although most of these models will provide reasonably
accurate results if tuned correctly using experimental data,
some heat source models do not obey physical boundary con-
ditions, or contain mathematical expressions that are not con-
ducive to a numerical solution. Even physically inconsistent
heat source models will yield acceptable results if they are
tuned with experimental data. The additive manufacturing
process, complex as it is, requires the use of empirical data
in the form of constants and efficiency factors in order to be
modeled accurately. However, this use of empirical data can
mask modeling errors. A model that does not accurately rep-
resent the physical process can be easily coaxed into yielding
results that coincide with experimental data. For instance, one
of these empirical constants is laser efficiency, which repre-
sents the percentage of laser radiation that is absorbed by the
work surface. If a heat source model were to underestimate the
heat transferred to the work surface, this could be compensat-
ed for by using a higher value of laser efficiency. In this re-
gard, accurate results can be obtained for specific cases even if
the heat source model is flawed.

This section presents an investigation into the validity of the
heat source models discussed thus far. This is performed by
investigating the boundary conditions of each source, as well as
checking to ensure energy conservation principles are upheld.

3.1 Two-dimensional models

To characterize these surface models and assess their validity,
conservation of energy will be examined by calculating how
much of the incident laser radiation is accounted for by each
model. The conservation of energy will be expressed as a ratio
ofQActual, the actual total energy emitted by the laser, andQModel,
the total energy emitted by the heat source that the heat source
model accounts for. Additionally, the ratio of peak intensity (at
the center of the laser spot) to the minimum intensity (at the edge
of the laser spot) will be calculated to indicate the rate of radial
decay of laser energy. This ratio is referred to in this work as the
intensity boundary condition (Ibc). Ultimately, the intensity
boundary conditionmust reflect the physical behavior of the heat
source at hand. As discussed earlier, studies have indicated that
sharper radial declines in intensity are more suited for higher
powered heat sources (200 W and above), leading to a lower
intensity boundary condition.
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3.1.1 TEM00 Gaussian distribution

The TEM00 model was developed several decades ago and
validated through numerous experiments and studies. There
is no lack of evidence to support it; it therefore serves as a
good benchmark in this current work for other models.

First, the model is tested for energy conservation. This is
done by integrating the intensity relation described in Eq. (1)
over its entire domain and range.

QModel ¼ ∫b−b∫
a
−aq x; yð Þ dx dy ¼ ∫b−b∫

a
−a

2AQActual

πr2b
e
−2 x2þy2ð Þ

r2
b

¼ 2AQActual

πr2b
∫b−b∫

a
−ae

−2 x2þy2ð Þ
r2
b

¼ 2AQActual

πr2b
:
πr2b
2

erf 2
ffiffiffi
2

p
≅0:911QActual ð25Þ

where the variable P has been replaced with QActual,
representing the actual heat input delivered by the laser. The
theoretical heat input QT is the total heat input that is
accounted for within the model. Therefore, the model ac-
counts for a little over 91% of the input laser power. The 9%
losses can be attributed to the need to discretize an inherently
asymptotic relationship. In order to maintain computational
efficiency and numerical robustness, the asymptotic
Gaussian decay of a heat source must be discretized to a finite
domain. When this is done, a decision must be made as to the
cutoff point at which further heat input will be neglected.

The intensity boundary condition serves as an indication of
the rate of heat decay over the radius of the spot. A high
intensity boundary condition indicates a slow radial decline
in intensity, and a low intensity boundary condition implies a
sharper decline.

By doing so, the ratio is found for the TEM00 model to be
13.5%; that is, the heat intensity at the edge of the spot is

13.5% of the peak intensity at the center of the spot. This is
the industry standard, and the most common way to define the
boundaries of the Gaussian irradiance, suitable for most con-
ventional uses.

It is important to note that the two values calculated above
only indicate whether or not the heat source model is consis-
tent with the known physical characteristics of a TEM00 dis-
tribution. However, a model can satisfy the energy conserva-
tion criteria, and present a physically sound intensity bound-
ary condition, and still be in other ways inappropriate. Failing
to meet energy conservation criteria indicates that the model is
inadequate, but succeeding in meeting these criteria does not
guarantee adequacy. There are other factors that must be taken
into account, such as the trend of the decay itself and whether
it matches experimental observations.

Next, consider the modified TEM00 model with a laser
distribution factor of 3, as given by Eq. (6). Applying the same
analysis to this model yields the following results:

QModel≅0:972QActual ð26Þ

as well as an intensity boundary condition of 5.0%. Increasing
the laser distribution factor therefore improves both metrics,
meaning the model is now more physically consistent than the
“classical” TEM00 model. A lower intensity boundary condition
also indicates more computational efficiency and ease of numer-
ical use; a higher boundary condition causes a discontinuity in
the thermal field which requires a smaller mesh and/or shorter
time step to compute. Judging by these metrics, the TEM00mod-
el appears to more accurately represent the energy transfer of
TEM00 irradiance when a laser distribution factor of 3 is used.
However, what these metrics do not consider is the shape of the
radial decay of irradiance, since increasing the laser distribution
factor shifts more of the heat load towards the outer portions of
the distribution. Fig. 1 illustrates this difference. The claim that a
laser distribution factor of 3 is more suited to high-power appli-
cations requires further investigation.

Fig. 1 TEM00 distribution for
different laser distribution factors
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Finally, repeating the analysis for a laser distribution factor
of 1 as shown in Eq. (7) yields:

QModel≅0:710QActual ð27Þ
and a boundary condition of 36.79%. Using distribution factor
of 1 causes considerable discontinuities in the thermal field
and neglects to account for nearly 30% of the incident laser
radiation, and is therefore discouraged.

3.1.2 Combination of TEM00 and TEM01

One key assumption must be made in order to apply the
same analysis to the linear combination of TEM00 and
TEM01 modes shown in Eq. (11). This assumption is that
the deposition surface of the substrate exists at the focal
plane of the laser. This equates the term r(z) in Eq. (12) to
r0, the radius of the laser spot, and enables a much more
transparent comparison to other heat source models.
Researchers should strive to maintain the deposition plan
at the focal plane of the laser in any case, as it allows for
the most efficient use of the laser.

Applying this assumption, and following the procedure
outlined above, the total energy accounted for by this model
is given by:

QModel≅0:958QActual ð28Þ

The intensity boundary condition, on the other hand, yields
a more complicated result. By evaluating the intensity at the
center and dividing it by the intensity at the edge of the spot,
the result is:

Ibc ¼ q r0ð Þ
q 0ð Þ ¼ a00 þ 2a01

a00
e−2 ¼ 1þ 2a01

a00

	 

e−2 ð29Þ

indicating that the boundary condition is dependent on the
ratio of TEM00 and TEM01 used in the linear combina-
tion. The larger the fraction of TEM01 used, the more the
energy distribution is shifted towards the edges of the spot
and away from the center. For the values used by Kovalev
et al. [32] of 0.25 and 0.75 for a00 and a01, respectively,
the boundary condition is evaluated as 94.73%, indicating
that there is hardly any decrease in intensity from the
center to the edge of the spot. This highlights the limita-
tions of using the intensity boundary condition as a mea-
sure of physical accuracy, as it is only valid for TEM00

models. In a pure TEM01 distribution, the outer edges of
the laser spot are highlighted by high intensity as shown
in Fig. 2. Therefore, comparing the intensity at the center
of the spot to its edges does not provide a useful metric
when other transverse modes are introduced. Using the
intensity boundary condition as a measure of physical
consistence is therefore only effective for TEM00 models

which follow a strictly Gaussian distribution. Although
lasers in additive manufacturing are most commonly op-
erated at TEM00 (since it provides the most efficient trans-
fer of energy for this purpose), experimental parameters
determine what transverse mode a laser will exhibit, and
the heat source model used must reflect that.

3.1.3 Circular distribution

First, the circular distribution given by Eq. (13) is integrat-
ed over its domain and range to check its adherence to
energy conservation principles. It was quickly found that
the distribution is divergent; for any value of y such that
y ≠ 0, this model yields an imaginary number when x = r
(i.e., at the edge of the spot). This model is therefore not a
sound representation of the intensity distribution of the
laser.

It is expected that the equation presented in this study
was misprinted, since Peyre et al. provided a graph of their
heat source model comparing it to a Gaussian distribution,
and this graph cannot be reproduced by the provided equa-
tion. Therefore, Eq. (13) should not be used in future
modeling efforts. Fig. 3 illustrates this discrepancy.

Fig. 2 Intensity distributions of some Laguerre-Gaussian beams (TEMip

modes) as presented by Sargent et al. [64]
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3.2 Three-dimensional models

3.2.1 Gaussian ellipsoid

The physical and geometrical characteristics of the model can
be examined to confirm its validity. This procedure is rather
straightforward in the case of the ellipsoidal model, since a full
mathematical derivation was provided by Goldak et al. [38,
65].

The intensity equation is first integrated over its entire do-
main in the X, Y, and Z axes to confirm that the model upholds
the law of energy conservation. For convenience, a z axis that
travels along with the heat source is considered, as opposed to
the stationary ξ axis. This integral is given by:

QModel ¼ ∫c0∫
b
−b∫

a
−aq x; y; zð Þ dx dy dz

¼ 6
ffiffiffi
3

p
QActual

abcπ
ffiffiffi
π
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b
−b∫

a
−ae

−3x2=a2e−3y
2=b2e−3z

2=c2dx dy dz

ð30Þ
whereQModel is the theoretical value of total heat energy emit-
ted by the heat source, obtained by integrating the intensity
function over its entire volumetric domain. QActual, the actual
value of total heat emitted by the source, is the value used to
calculate the intensity distribution in the first place. By com-
paring the values of QModel and QActual, one can obtain an
estimate of the physical validity and consistency of the heat
source model. Evaluating these integral yields:
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Therefore, by integrating the intensity function over its
domain, the value of QModel is found to be 0.9577(QActual).
These two values are not perfectly equal due to the assumption
that intensity at each edge of the heat-affected zone (HAZ) is
equal to 5% of the maximum intensity, which means that only
~ 95.8% of the heat input is accounted for within the region.
Gaussian distributions are inherently asymptotic and thus a
decision must be made on what percentage of the total distri-
bution needs to be accounted for.

3.2.2 Gaussian cone

As with the Gaussian ellipsoidal model, this conical model is
integrated over its entire domain to test for physical accuracy
and consistency. Expressing the model in Cartesian coordi-
nates, the integration is given by:
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In the case of a circular spot size, this integral evaluates
to QModel ≅ 0.991QActual, indicating a strong agreement be-
tween the actual and modeled bulk heat input.

For a given penetration depth, substituting r = 0 gives
the intensity value at the center of the spot, i.e., the max-
imum intensity at this particular penetration depth.

Fig. 3 Comparison between experimental laser beam distribution, spherical, and Gaussian approximations as presented by Peyre et al. [36] (left);
comparison of Gaussian distribution (Eq. (1)) to circular distribution (Eq. (13)).
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Substituting r = r0 gives the intensity value at the edge of
the spot. The ratio of intensity at the edges to maximum
intensity, at a given penetration depth, is equal to
(exp(−8)/1) = 0.0335%. This ratio implies physical consis-
tence; it is low enough that the distribution can be said to
effectively decay to zero at the edges. The linear decay of
intensity with penetration depth can be seen to decay to
zero by simple observation.

3.2.3 Non-Gaussian cone

The intensity distribution is integrated over its domain to in-
vestigate how much of the total energy input it accounts for.
For ease of understanding and consistent notation, the model
is expressed in Cartesian coordinates for this triple integral,
using Pythagoras’ theorem. This integration yields:
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In the most common case of a circular spot size, where x0
= y0, this integral evaluates to QModel ≅ 1.267QActual, indicat-
ing that the heat source model overestimates the heat input to
the HAZ by over 25%.

By following the previous procedure, the boundary condi-
tions implied by the model can be identified. The intensity
boundary condition is thus found to be 36.78% at any given
penetration depth. This value seems clearly at odds with the
recorded behavior of concentrated heat sources in the litera-
ture, as the heat gradient depicted by this model seems largely
understated.

Although the exponentially decaying conical distribution
represented by this model is geometrically accurate, the model
is deemed inadequate due to its considerable overestimation of
the total energy transfer and its physically unrealistic bound-
ary conditions.

3.2.4 Other three-dimensional models

The line and elongated ellipsoid models are both based on the
Goldak ellipsoidal model, incorporating different averaging
methodologies to improve computational efficiency. The
physical validity of these models has therefore been discussed

previously in Section 3.2.1. Care must be taken when apply-
ing these models to follow the guidelines set by Irwin and
Michaleris and ensure that a reasonable trade-off between
computational efficiency and accuracy is being obtained.

An indefinite integral of the three-dimensional TEM00

model cannot be obtained, and therefore its adherence to en-
ergy conservation could not be validated.

For the logarithmic decay model, at a constant penetration
depth of z =H, the antiderivative of the model is found and
yields the following result:

QModel ¼ QActual*erf
2

ffiffiffiffiffiffiffi
3cs

p
r

� �
ð34Þ

which leads to the conclusion that the accuracy of this model
is dependent on correct selection of the shape factor. Yu et al.
used a value of cs ¼ 3

r2 in their study, which leads to nearly
100% energy conservation. Evaluating the intensity at the
edge and center of the spot at this depth and shape factor,
Ibc = 1.11%. The model performs well in terms of the metrics
defined in this study; however, this does not address the diffi-
culty in using themodel due to the discontinuities it introduces
due to the logarithmic term in the denominator of the expo-
nential function.

3.3 Summary

To sum up the review and analysis presented in this paper,
This analysis has shown that, while most heat source models
used in the additive manufacturing literature abide by conser-
vation of energy principles represent realistic boundary con-
ditions, some of the models do not. In surface models, using a
laser distribution factor of 1 in the TEM00 model does not
only influence the radial decay profile, but it also considerably
underestimates the incident irradiation which is problematic.
The circular distribution is divergent and thus not presumed
invalid. With volumetric models, the non-Gaussian cone vast-
ly overestimates incident irradiance, and the 3D TEM00 mod-
el is not integrable and thus can only be tested numerically; it
also yields and I_bc value that is dependent on r, and therefore
the radius of the spot size will determine the radial decay
profile.

Table 1 shows all heat source models discussed herein as
well as key details about each of them.

This analysis has shown that, while most heat source
models used in the additive manufacturing literature
abide by conservation of energy principles represent re-
alistic boundary conditions, some of the models do not.
In surface models, using a laser distribution factor of 1
in the TEM00 model does not only influence the radial
decay profile, but it also considerably underestimates
the incident irradiation which is problematic. The circu-
lar distribution is divergent and thus not presumed
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invalid. With volumetric models, the non-Gaussian cone
vastly overestimates incident irradiance, and the 3D
TEM00 model is not integrable and thus can only be
tested numerically; it also yields and Ibc value that is
dependent on r, and therefore the radius of the spot size
will determine the radial decay profile.

4 Discussion and conclusions

This paper has presented an overview of heat source models
used to date in the thermal modeling of additive manufactur-
ing processes. The models were presented in the context of
their original work, and then their validity was investigated.
Two non-dimensional parameters were defined to carry out
the investigation:

& The ratio of total irradiation accounted for by each model,
QModel to incident irradiation,QActual, was calculated. This
provides insight on whether or not a model abides by the
first law of thermodynamics.

& The ratio of minimum intensity (at the edge of the spot) to
maximum intensity (at the center of the spot) was calcu-
lated. This provides insight into the radial decay profile of
the model.

First, two-dimensional surface models were presented and
discussed. These models portray a surface distribution of laser
energy on the deposition surface, which is accurate to how
laser energy dissipates on a solid metal surface. However,
when using these models other accommodations must be
made to account for the various physical phenomena occur-
ring at the deposition site: Changes in absorptivity of the met-
al, molten pool stirring, and convection due to the Marangoni

effect are some of these phenomena. The findings in this sec-
tion can be summarized as follows:

& The classic TEM00 equation is a reliable, easy-to-use mod-
el that provides a reasonable estimation of the heat distri-
bution profile. Some authors opt to use this model with a
different laser distribution factor: a factor of 3 seems to
provide a more accurate representation of the heat distri-
bution according to the metrics considered in this study,
but further investigation is required to ensure that its decay
profile remains reasonably close to experimental findings.
Using a laser distribution factor of 1 in the TEM00 model
causes considerable violation of the first law of thermody-
namics and yields unreasonable boundary conditions. It is
therefore not recommended.

& The combination TEM00/TEM01 model upholds the first
law of thermodynamics and appears to function as
intended. This model is useful when laser irradiance can-
not be retained at the TEM00 mode, although attempts
must be made to do so as the TEM00 mode provides the
most efficient transfer of energy for the purposes of addi-
tive manufacturing.

& The circular distribution model is divergent and thus is
deemed invalid.

A discussion of three-dimensional volumetric heat source
models was then presented. These models assume a volumet-
ric dissipation of laser energy, with an axial component pene-
trating into the surface of the deposition site. These models
estimate the entire heat dissipation process in the substrate
along with all related phenomena and have been used repeat-
edly by researchers to obtain accurate results while avoiding
the complexity of multi-scale, multi-physics modeling. These
models require extensive tuning using experimental data,

Table 1 Summary of heat source models used in the AM literature

Model type Model name First use in AM literature Energy conservation* Boundary condition Ibc**

Two-dimensional (surface) TEM00 Hu and Kovacevic [4] 91.1% 13.5%

Modified TEM00 Manvatkar et al. [23] 97.2% 5.0%

TEM00 + TEM01 Kovalev et al. [32] 95.8*** a00þ2a01
a00

e−2 ***

Circular Gaussian Peyre et al. [36] Undefined 0%

Three-dimensional (volumetric) Gaussian Ellipsoid Lundbäck and Lindgren [66] 95.8% 5.0%

Gaussian Cone Shen and Chou [50] 99.1% 0.0335%

Non-Gaussian Cone Wang and Felicelli [54] 126.7% 36.78%

Line/ Elongated Ellipsoid Irwin and Michaleris [58] 95.8% 5.0%

3D TEM00 Vasquez et al. [59] Undefined e
−2
ffiffi
2

p
r

Logarithmic Decay Yu et al. [62] 100.0 % 1.11%

*Percentage of incident laser irradiance accounted for by the heat source model

**Ratio of laser intensity at the edge of the laser spot to laser intensity at the center of the spot, indicating the gradient of energy decay. Evaluated at a
constant penetration depth for volumetric models

***Assuming the focal plane is positioned at the deposition site
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where values of equation constants are typically unique to
specific experimental conditions and cannot be extended to
other situations.

& Goldak’s ellipsoidal model remains a straightforward and
accurate model that applicable to a variety of cases.

& The Gaussian cone model presented by Rogeon et al. also
performs well, meeting all the required physical and math-
ematical restrictions. This model’s linearly decaying pen-
etration is claimed to be better suited for high-energy
applications.

& The non-Gaussian cone proposed by Tsirkas et al. imposes
inaccurate boundary conditions and overestimates the total
incident irradiance and is thus deemed an inadequate model.

& The line model and the elongated ellipsoidal model, both
based on Goldak’s ellipsoidal model, attempt to maintain
the accuracy of that model while allowing for fewer time
steps, requiring less computational resources. Both
models appear to function well and can be used effectively
in some applications, pending further investigation. Care
must be taken to ensure that the parameters used do not
result in averaging errors or a discontinuous thermal field.
These tools must be used carefully with a thorough under-
standing of the underlying mathematics.

& The origins of the three-dimensional TEM00 model are
unclear. It is also non-integrable and thus its adherence
to the first law of thermodynamics could not be
established. Its boundary condition is dependent on the
spot radius, which indicates that it might only be suitable
for specific spot sizes. Further study is needed to confirm
the validity of this model.

& The logarithmic decay model is discontinuous at a pene-
tration depth of zero, which renders it difficult to use nu-
merically. It does, however, abide by the first law of ther-
modynamics and utilize appropriate boundary conditions.
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