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Abstract

The Point-In-Convex-Hull-Control (PICHC) method is presented for the calculation of the optimum tool orientation during the 5-
axis simultaneous CNC machining of sculptured surfaces. More specifically, this novel exact multi-point algorithm minimizes
the clearance and/or overclosure of the contact surface between the tool and the workpiece and maximizes the material removal
rate. It can be used in sculptured surfaces, where conventional algorithms allow up to two points of tool-workpiece contact,
leading to suboptimal material removal rate. The proposed method allows a third contact point which makes an ideal matching of
the tool-workpiece surface and its application is validated both numerically and experimentally in two case studies that are
published in the literature. In the first case study, the PICHC method is compared with an exact algorithm, whereas in the second
case study, it is compared with an evolutionary optimization algorithm coupled with a commercial software. The numerical and
experimental results, apart from being more accurate and less computationally demanding than other commercial software
algorithms, prove the suitability, versatility, and robustness of the developed methodology, which can be extended to describe

and control more advanced machining problems, either stand-alone or within an API.

Keywords 5-axis CNC milling - Tool path planning - Optimum orientation - Sculptured surface

1 Introduction

In recent years manufacturing demands in the aerospace, ma-
rine, and automotive industry have increased significantly, on
which research has focused on. For example, in the aerospace
industry, cast and dies with geometries of various complexi-
ties and sizes have to be machined to tight tolerances in order
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to match the various components of a structure perfectly. In
the marine industry, this applies to machining of propellers,
blades in water jets, etc. Similarly, in the automotive industry,
a large number of mechanical parts need to be machined with
accuracy to be functional. As there is increasing demand for
structures with a high degree of complexity which requires
further improvements to be made in the quality-to-
production time ratio, parts with free-form surfaces (sculp-
tured surfaces) are machined with 5-axis computer numerical
control (CNC) machines because of the flexibility that these
machines offer in manufacturing. In the past decade, the use of
CNC machines with fewer active axes, without the capability
of simultaneously using the various axes, limited the machin-
ing processes (such as the manufacturing of complex sculp-
tured surfaces or curves, like the Bezier curves, or T-splines.)
only to the manufacture of simple designs.

During the past few years, several tool positioning algo-
rithms have been developed for five axis CNC machining of
sculptured surfaces, which belong to either of two groups. The
first one is of the single point machining (SPM) methods
where a single tool contact point interacts with the workpiece
during machining. The second group uses enhanced multi-
point machining algorithms (MPM) that involve more than
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one point between the tool and the workpiece surface. The
first investigation in tool orientation for the SPM method
was done by Vickers et al. [1] where a fixed tilt angle of the
tool was used. This approach is known as the Sturz method.

Afterwards, Jensen et al. [2—4] presented the curvature
matching method that calculates the optimal tool orientation
angle in the area surrounding the cutter contact point based on
the local curvature of an arbitrary free-form surface. Rao et al.
[5, 6] proposed a technique for tool orientation and position-
ing based on local surface properties in order to investigate the
effect of feed direction on five axis tool paths.

Wang et al. [7, 8] proposed the curvature catering method
which positions the disk cutter on the machined workpiece.
The contact surfaces between the tool and the workpiece dur-
ing the process are supposed to have the same derivatives up
to the third order in the section normal to the direction of feed.

The rolling ball method (RBM) presented a few years later
by Gray et al. [9, 10] had a more computationally efficient
algorithm which inputs the surface coordinates and surface
normal. A variable radius ball rolls along the cutter contact
points of the tool path generated previously and calculates
the position of the cutting tool. Depending on the geometry
of the cutting tool, a small area of the ball’s surface is used for
machining the surface of the workpiece. A grid of points is
generated around the surface within the tool and the work-
piece at each CC point, in order to calculate the radius of each
ball. The radius with the better matching results is used as the
rolling ball’s radius, immediately after the inspection of a
pseudo-radius that is calculated for each point of the grid.
The process to select the appropriate radius with the rolling
ball method is based on a hierarchical model of surface pro-
files targeted between convex to concave surfaces.

Gray et al. [11, 12] also proposed the arc intersect method
(AIM) to improve the rolling ball’s method presented previ-
ously. This is achieved by the direct positioning of the cutting
tool to contact the surface in contrast to the RBM method.
AIM is an area-based method that calculates tool positioning
to avoid collisions without using any iterative gouge check or
correction algorithms.

Hosseinkhani et al. [13] introduced the penetration elimi-
nation method (PEM) that aims both for computational effi-
ciency and optimal tool orientation estimate. Two innovative
techniques are used for the calculation of the tool orientation.
The first technique develops a quantitative definition for
gauge inspection purposes together with numerical root-
finding algorithms. The second technique is used to reduce
the total calculation time by removing ineffective grid points
from the computational model. Compared to AIM, the PEM is
7.5 times faster.

Cha-Soo et al. [14] presented a searching method, the
configuration-space search method (CSSM). It estimates the
optimal tool orientation by taking into account the local goug-
ing, rear gouging, and global tool collision during machining.
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Based on the surface error indications, the initial possible tool
orientations are calculated with a search method which elim-
inates tool-workpiece collision. In order to minimize the ma-
chined surface error, the locally optimal tool orientation refer-
ring to the C space is determined, with the minimum cusp
height providing an objective function in the algorithm.

The second group of tool positioning algorithms that have
been developed for five axis CNC machining sculptured sur-
faces includes multi-point interaction algorithms (MPM)
which have been developed in the last decade. Engeli et al.
[15] introduced a position strategy called the Hermite method.
With this method, the second contact point between the tool
and the workpiece is calculated with a Hermite interpolation
instead of direct curvature calculations, which maximizes the
strip width. The strip width is created by the geometry of the
tool and relates to the overall machining time.

Fan et al. [16, 17] developed the rotary contact method
(RCM), which is a tool orientation and positioning algorithm
that is focused on concave surface machining and uses a torus
end mill shape as the cutting tool. The logical flow of the
algorithm is based on offset surfaces instead of the actual
surface of the model and initializes the first tool location in a
single point contact and rotates the tool till the second contact
point is calculated. It is a non-conventional technique for
gouge-free tool positioning and increased strip width during
machining.

A global method associated with the instantaneous cutter
position error (ICPE) has been introduced by Li and Chen
[18]. It focuses on maximizing the length of the ICPE curve
which relates to the tolerance zone. Chen et al. [19, 20] pre-
sented the middle point error control method (MPEC) which
eliminates fluctuations created by cutting strip width (FCCS)
and optimizes the position of the cutting tool depending on the
workpiece surface. A toroidal cutting tool is used and is posi-
tioned on the effective character curve segment (ECCS) in the
midpoint, whereas the other two degrees of freedom of the
tool are adjusted appropriately to improve the global position
of the tool.

In order to minimize the time travel distance by controlling
the smoothness of the tool orientation, a complete gouge free
three-dimensional C space method was developed by Lu et al.
[21]. This is a quite effective method in cases that collisions
must be avoided when compared to the C space methods
described earlier but imposes significant computational load.
A three dimensional C space method was first proposed by
Choi et al. [22], in which the geometric characteristics of the
ideal surface and the stock surface of the model are described
in C space elements and the tool path generation is calculated
in the configuration space. Morishige et al. [23, 24] proposed a
C space method to eliminate collisions between the tool and
the workpiece. Jun et al. [14] presented an optimization meth-
od aiming for the local, rear, and global gouge avoidance. This
was achieved by maximizing the scallop height while
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minimizing the range of the angles of the tool orientations.
Lee [25] introduced the admissible tool orientation control
method that focuses on the collision avoidance and rear
gouges, by analyzing the local and global surface shapes of
the model.

A novel tool orientation algorithm was introduced by
Ravinder Kumar et al. [26]. It matches accurately the toroidal
cutting tool and the triangulated surface. With this method, the
tool is dropped until a single point contact is matched. Then
the tool is rotated around the pseudo-insert theoretical axis to
find the second point of contact. In this manner, a gouge-free
tool position is achieved.

Despite the fact that numerous tool positioning methods
have been introduced during the last decades, the need for
searching the optimal combination of the parameters which
affect the 5-axis CNC milling process is considered crucial.
Thus, concerning the optimum tool path generation in con-
junction with the optimum tool positioning, a variety of sto-
chastic optimization approaches were developed. Among
others, genetic-evolutionary algorithms (Gas-EAs), artificial
neural networks (ANNs), and simulated annealing (SA) are
the most common used from the researchers. Kersting and
Zabel [27] utilized a multi-population GA to resolve complex
problems which can be found in 5-axis CNC milling optimi-
zation. Afterwards, Ulker at al. [28], in order to reduce the
overall machining time for various benchmark case studies,
strived to significantly reduce the cutter location points by
employing an artificial immune system (AMS). Li et al. [29]
introduced a back-propagation ANN with a multi-objective
optimization strategy aiming to find the optimum cutting pa-
rameters for sculptured surfaces. Among various milling pro-
cesses, face milling is considered time-consuming having as a
result the overall machining operation to be increased.
Apparently, special tools exist that can be utilized for feed rate
incensement in conjunction with low surface roughness but
they are not a general rule of thumb. Raja et al. [30] seek to
tackle the aforementioned process by implementing a multi-
objective optimization approach utilizing particle swarm opti-
mization (PSO) method. The robustness and versatility of
their algorithm tested by conducting a number of experimental
runs aiming to attain favorable surface quality of the speci-
mens as well as machining time minimization. Subsequently,
Kim [31] dealt with rough machining operation in planar tool
trajectories. He was employed a SA method in order to min-
imize the cycle time and therefore the manufacturing cost by
calculating the proper tool trajectory directions. Comparative
studies of the various evolutionary algorithms have been car-
ried out for various machining operations (e.g., [32-34]) and
hybrid differential evolution algorithms have also been devel-
oped regarding the optimization of turning and milling oper-
ations [35, 36]. Advanced evolutionary optimization algo-
rithms have also been developed to determine optimal ma-
chining parameters in manufacturing processes [37].

It is clear that, to produce high quality products with tight
tolerances and superior surface finish still remains a challenge
for engineers. The main purpose of this study is a novel meth-
od for optimum match of the tool geometry to the final surface
of the workpiece and therefore (a) minimization of deviations
from required tolerances, (b) minimization of machining
times, and (c¢) maximization of material removal rates without
any use of optimization strategies (Figs. 1 and 2).

2 Methodology

The basic characteristics and limitations of the proposed tool
orientation algorithm (PICHC) are the following:

* The clearances and/or overclosures of the contact surface
between the tool and the workpiece (see Fig. 3) are as
small as possible, for the final surface to be smooth and
closest to the initial design.

* The effective radius of the tool (see Fig. 4) and the number
of contact points between the tool and the workpiece (see
Fig. 3) are maximized. Maximization of the effective ra-
dius of the tool is performed in the case of relatively
smooth workpiece surfaces, whereas maximization of
the contact points (up to 3), is performed for surfaces of
increased curvature. The purpose of these is to maximize
the material removal rate of the workpiece, and reduce the
time required for machining.

* The methodology includes the discretization of the tool
and workpiece surfaces, which renders it applicable for
any tool and workpiece surface geometries.

» The transition of the tool between successive cutting
points (see Fig. 6) must be smooth in order to achieve
the desirable surface roughness. For this purpose, extra
constraints have been imposed to mitigate high variations
of angles between successive CC points.

* The PICHC method can be applied only in workpiece
surfaces that do not have cavities or other geometrical

Nominal surface

Exact tool path
Chordal deviation

Fig. 1 Chordal deviation between the actual and approximated cutting
tool path
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Fig. 2 Local tool-workpiece (a) (b)
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irregularities in which the normal vector of the surface
intersects the workpiece. In these cases, the PICHC meth-
od cannot be applied as it is; it needs to be appropriately
extended.

* The thermomechanical response of the workpiece and the
tool during the machining process is not taken into ac-
count by the proposed algorithm. Inclusion of these effects
for the calculation of the optimum tool orientation in 5-
axis milling processes with the PICHC method is definite-
ly a good option for future work on this subject.

The algorithm that is presented in this study is more of a
brutal-force nature, than an evolutionary optimization algo-
rithm. In addition, since there is the need to find the optimum
tool orientation regardless of the tool and workpiece geome-
tries, it is necessary to implement numerical geometry point
cloud representations of the last two. Therefore, the tool and
workpiece surfaces are described through the use of point
clouds. The point sets in which the surfaces of the tool and
the workpiece are discretized (locally or globally) need to
numerically represent the corresponding solids and handle
various issues regarding their contact. The simplest shape ap-
proximation of a set of points is its convex hull. The convex
hull can be informally defined by a rubber band which

———— |

Fig. 3 The concept of the third contact point which leads to an ideal
fitting of the tool-workpiece geometry
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surrounds a point set and is let to snap tightly around the
points. The purpose of using convex hull in this study is to
represent a 3D surface of a solid structure as accurately as
possible, in order to ensure that the contact between the tool
and the workpiece is optimum (i.e., maximizes the perfor-
mance of the machining process, minimizes deviations be-
tween the machined ideal geometries, and at the same time
requires a reasonable computational effort). The convex hull
of the tool that is used for the calculations in this study is
shown in Fig. 5.

For each of the facets (triangles) in which the tool is
discretized, there is a corresponding facet on the workpiece
surface which is generated by the projection of the former on
the workpiece surface, i.e., the vertices F,;, i=1, 2, 3 of facet
F, are the projection of the vertices F; ;, i=1, 2, 3 of facet F,
on the workpiece surface along the global z-axis (see Fig. 6).
The tool facet F; is then fitted on the workpiece facet F,
through geometric transformations (translations and rotations
of the tool about the three global axes X, y, and z) so that F,

Lead angle - av

Fig. 4 Transition of the tool between successive cutting points using
rotational constraints to ensure smoothness of the final workpiece
surface (after [38])
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and F, are coplanar and their centroids coincide. Suppose that
Cq and Cyp, are the centroids of F; and F, respectively. For
each facet, the coordinates of its three vertices, Fy jand F;, i =
1,2,3 and are known and therefore the vectors vy ;, i =1, 2 and
V2, i=1,2 are calculated as follows:

vii = F1;=Cp (1)

Vo= F2;=Cp (2)

where the coordinates of the centroids are given by:

Cp =

T
™

(3)

W] =

CFZ = (4)

W] —
T
o

The equation of the plane passing through the vertices i of
facet j, Fj;, (Fjix Fjiy Fji) is given by the determinant:

X y Z 1
Fj 1x F/' Ly Fj 1.z 1

J1s Js 1z =0 5
Fj,Z‘x Fj,Z.y Fj,2‘z 1 ( )
Fisx Fiszy Fja. 1

which results in an equation of the form:
cFilx y 2" +dF; (6

where cFjis a [1 x 3] row vector with coefficients:

F[,l.y Fj.]‘z 1 Fj.l‘x Fj.]‘z 1 Fj.],x Fj.]y 1
cF; = Fjay Fjo: 1 jox Fjaz 1 Fjax Fioy 1
Fiay Fjszz 1 Fiax Fjzz 1] | Fiax Fjzy 1
(7)
and dFj is a scalar given by the determinant:
Fjix Fjiy Fjg
dFj= | Fjox Fjay Fjag (8)
Fjse Fjzy Fjzz

Initially, F; is translated so that Cg; and Cg, coincide. The
translated F, is denoted by F,'to distinguish it from the trans-
lated and rotated F,, denoted by F,”. If the new centroid is
denoted by Cy, it will be:

Fi'=Fi;+AC 9)
Cr=Cr + AC (10)
Cr=Cp (11)
where:

AC = Cp—Cy (12)

is the translational vector between the centroids of F; and F».
Equations (1) and (2) become:

vi;=F1;""Cp
Vo= Fy;—CFp
After this, the outer (cross) product between the first point

vector (vy1, v2,1) and the second point vector (v, v;5) of
each facet is calculated and then normalized as follows:

Vil XV
T = 1.1 12 (15)
\Vl,l X V1,2|
X
Py — V2,l V2,2 (16)

y =
\VzAl X V2,2|

Each cross product (v|, v, ) has the property that it is ver-
tical to the plane of the corresponding facet. Intuitively it can
be said that the angles of rotation required for the two facets to
be coplanar are equal to the angles of rotation between v, and
¥,. The above can be seen in Fig. 6.

The new position and orientation of F;, F,”, is determined
in matrix form by the following equation:

(17)

where R is the rotation matrix which is used to rotate F; after it
has been translated so that it becomes coplanar with F, in Fig.
6 and is calculated by the following equation:

Fi" =RF; = R(F; + AC)

‘ 2

2
0 0 0 -w; wm 17<vl,xv2,x+vl J,vz‘ervl.zvz,z) 0 -w; wm
1 0]+ | ws 0 -w |+ W3 0 -w |w| >0
0 1

Wy W 0 w Wy, W 0 (18)
1 00
010 lw| =0
[0 0 1]
where V| x, V1, Vi, and ¥y, Vo, V2. are the components of i J k
the vectors v; and v, respectively and w is the cross productof v = | v, v, Vi, (19)

the vectors v; and v, given by the determinant:

V2 X V) Ry v2,z

y
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and i, j, and k are the standard basis vectors. Based on Eq. (19),
the components of w appearing in (18) are given by:

wp = vlg)VZ,z_vl,szy
W2 =V VxViaV2, (20)

W3 = V1V, Vi Vo x

After the tool is translated and rotated according to the
fitting procedure described above, it is checked if any
overclosures exist at the contact surface between the tool
and the workpiece. If so, the current tool position is
rejected since it leads to a sculptured surface different
from the desirable one. The algorithm which performs this
check is generally found in the literature as “point in
polygon” algorithm (PIP). The PIP algorithm implement-
ed in the algorithm presented in this study works as
follows:

1. The convex hull of the tool at its initial position (CH) is
translated and rotated according to Eq. (17) giving:

CH" = R(CH + AC) (21)

where AC and R are given by Eqgs. (12) and (18) respectively.
Any facet F; of CH is transformed in the same way as well:

Fi" = R(Fy + AC) (22)

2. The coefficients cF," and dF," of the equation of the
plane of any facet F," of CH" are found from Egs. (7)
and (8) respectively, where j=1 and the superscript #
applies in all quantities in these equations.

3. Using these coefficients and the coordinates of the points
of the workpiece Py, (Xwp Ywps Zwp)» the workpiece points
that belong to the interior of the convex hull CH are found
by checking the sign of Sc given by (23):

S, =cF"P,," +dF,"<tol (23)

where P, is a matrix with three columns containing the co-
ordinates of the points of the workpiece and tol is a very small
positive tolerance. If any entry of the vector Sc violates the
inequality in (23), the current facet F," is rejected and the next
facet F," of CH" is considered, in which case Egs. (7), (8), and
(23) are applied again, until the inequality in (23) is satisfied
for all elements of Sc, in which case the optimum orientation
algorithm stops. The new algorithm presented in this study,
i.e., the point-in-convex-hull-control (PICHC) method owes
its name to the controlling technique that is described in step 3
above and applied through Eq. (23).
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3 Numerical implementation

In order to calculate the optimum tool orientation in this study,
two commercial software packages (Autodesk Inventor
Professional 2018 []and CG-TECH VERICUT 7.3 [40]) were
used in conjunction with the source code developed in the
MATLAB [40] programming language. The Autodesk
Inventor Professional 2018 API was used to discretize the
workpiece surface and the cutting tool geometry (Fig. 7) in a
format developed by the user of the application. The numeri-
cal results from the Autodesk Inventor Professional 2018 API
were then automatically loaded into MATLAB to calculate the
optimum tool positions using the proposed method. Finally,
the appropriate G code was automatically produced with
MATLAB, and then used in CG-TECH VERICUT 7.3 to
simulate the cutting process with the optimum tool orientation
method described in this study as illustrated in Fig. 8. It is
noted that the Autodesk Inventor Professional 2018 does not
have the capability to simulate the extracted G code from
MATLAB, and the authors have therefore resorted to the
third-party software GC-TECH VERICUT for this purpose.

The main Matlab code of the optimum tool orientation
algorithm uses various functions. The functions used are
convhull_nd.m which calculates the convex hull of the point
cloud of the tool surface, plane_nd.m which calculates the
coefficients of the equation of the plane that passes through
three points in space and is called by convhull_nd.m,
PointSetFitCM.m which calculates the translation and rota-
tion vector that must be applied to an arbitrary plane in order
to become coplanar with a given plane (Egs. (12) and (18))
and fen_RotationFromTwoVectors.m which calculates the
rotation matrix between two vectors and is called by
PointSetFitCM.m. The above are illustrated in Fig. 8. The
function convhull nd.m is used as an open source code de-
veloped by the authors. It is similar to Matlab’s function
convhulln.m, but this is an improved version of it as it allows
modifications inside the source code for optimum execution
depending on the application. In Fig. 7 the initial geometry of
the tool as developed with the AUTODESK INVENTOR
PROFESSIONAL 2018 is shown, together with its discretized
version of a point cloud (49 points) and its convex hull. The
point cloud is created with the AUTODESK INVENTOR
PROFESSIONAL 2018 API, whereas the convex hull is cre-
ated with MATLAB.

3.1 Local workpiece-tool discretization algorithm

An algorithm is implemented in Visual Basic for Applications
(VBA), which is the programming language of the Autodesk
Inventor Professional 2018 API, to perform the discretization
of the workpiece and the tool surfaces. This algorithm serves
to extract information about the points of the tool that are
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4.6
4.4

Fig. 5 Discretization of the surface of the tool into triangular facets based
on the convex hull algorithm in graphical user interface of Matlab

projected onto the workpiece surface in each Cutter Contact
(CC) point.

At the beginning, the CC point cloud is created and the
surface of the cutting tool is discretized. The CC point cloud
is uniformly distributed along the workpiece surface.
Following this, the assembly which includes the workpiece
and the tool are created. Then the origins of the workpiece
and the tool are initialized and the unit vectors are created in
order to translate and rotate the parts in the assembly environ-
ment. The origins are created in a separate step as the position
of the tool origin changes during its movement among the CC
points. The user must select the sketch that is created with the
point set on the tool, the surface of the workpiece and then the
direction of the projection. If the user does not select any pro-
jection direction, the algorithm selects automatically from the
geometry of the workpiece reference edges which are parallel

Fig.6 Fitting process of a facet of
the workpiece (F;) and a
corresponding facet of the tool
(F,) to become coplanar

Facet 1

Fig. 7 Initial tool geometry and discretized tool geometry with the
convex hull algorithm

to the xyz coordinate system so that the direction of the pro-
jection is selected. The tool moves along all CC points based to
a translational matrix, in which the coordinates of the tool
origin are stored. Following this, the tool is translated and the
coordinates of the tool points at their new positions are stored
respectively. The points of the tool are projected on the work-
piece surface as shown in Fig. 9b. After the calculation of the
coordinates of the CC points at the workpiece surface and of
the tool point sets projected on the workpiece surface at each
CC point, the results are written to an external txt file in order
to be post processed by the optimum tool orientation algorithm
in MATLAB. It is noted that the optimum tool orientation for a
given CC point depends not on the neighboring CC points, but
only on the points of the locally discretized workpiece surface,
which is directly linked to the discretization of the tool. This
can be easily seen in Fig. 9 .

Facet 2 Facet 1 & 2 Coplanar
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AUTODESK INVENTOR PROFESSIONAL 2018 API

Calculation the convex hull of the
" point cloud of the tool surface

Calculation of the coefficients of the
» equation of the plane that passes

MATLAB R2016b |

through three points in space

~

a given plane

Calculation of the translation
and rotation vector that must
be applied to an arbitrary plane |
in order to become coplanar with

calculates the rotation matrix
between two vectors

CG-TECH VERICUT 7.3

Fig. 8 Diagram of the function dependency in the MATLAB code for the implementation of the PICHC method proposed in this study

3.2 Optimum tool orientation algorithm
3.2.1 Structure of the algorithm

An algorithm is formulated which satisfies all of the criteria
mentioned in Section 2 of this study. The idea behind this
algorithm is that for each cutting position, the tool position
is determined by five parameters (three translations about the
global x, y, z axes and two rotations about the global x, y
axes), as the tool is considered as a rigid body. These five
parameters are uniquely defined if the final position of the tool
is known. On the other hand, a convenient way to represent
the tool geometry numerically is to construct the convex hull
of the point cloud in which the tool surface is enclosed. The
convex hull virtually discretizes the tool surface into facets
each of which is defined by three points. The same happens
with the point cloud which defines the workpiece surface. In
order to minimize any overclosures between the tool and
workpiece surfaces in the area, where they come into contact
and reduce the quality of the machined surface, a constraint
where the facets of the convex hull of the tool are coplanar
with those of the convex hull of the workpiece is imposed.
However, this is not possible in practically every case, because
of the different geometries of the tool and the workpiece, and

Fig. 9 Local workpiece-tool
discretization: a placement of the
tool at a CC point, b projection of
the points of the discretized tool
on the workpiece surface

@ Springer

because of discretization errors of the surfaces. To overcome
this, the facets of the convex hulls of the tool and the work-
piece are scanned one by one through an iterative procedure
(loop), and for each iteration, the current facet of the convex
hull of the tool is translated and rotated according to Eq. (21)
so that it becomes coplanar with the corresponding facet of the
convex hull of the workpiece. Following this, any
overclosures between the convex hull of the tool and the
workpiece are detected by using Eq. (23). If at least one point
of the point cloud of the workpiece lies inside the convex hull
of the tool, then the current facet is rejected and the iterative
procedure goes through the next.

The iterative procedure described above ensures that the
contact between the tool and the workpiece minimizes
overclosures in a controlled manner, but does not guarantee
that the area of the contact surface is the maximum possible.
The latter requirement can be satisfied by sorting the facets of
the convex hull of the tool, based on their distances from the
center of the tool, in ascending order. The iterative procedure
starts from the first facet (with the smallest distance) and pro-
ceeds to facets with continuously increasing distance, until
“perfect” contact is found as outlined above, at which point
the iterative procedure stops and the algorithm proceeds to the
next cutting position.

(a) (b)
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3.3 Implementation of the algorithm in MATLAB

The pseudocode shown in Listing 1 is programmed with the
MATLAB R2016b programming language and determines
the optimum orientation of the tool on the workpiece surface,
with regard to the position and the lead and tilt angles. At the
beginning, the coordinates of the point cloud of the tool and its
projection on the workpiece surface for each cutting position
are loaded from an external text file that is created by the
AUTODESK INVENTOR PROFESSIONAL 2018 API.
Then the tool points and the workpiece points are identified.
Various variables are initialized to optimize the MATLAB
code execution.

All the cutting positions of the workpiece are scanned in a
loop. For each cutting position, the coordinates of the points of
the workpiece and the coordinates of the points of the tool are
calculated and arranged in an easy to handle matrix format.

Then the convex hull of the cutting tool is calculated, after
appropriate perturbations of the point cloud of the tool are
made to preserve the shape of the convex hull. This perturba-
tion stage is crucial because normality in the convex hull is
necessary to ensure optimum contact between the tool and the
workpiece (and therefore produce meaningful results of the
optimum position of the tool).

The point cloud of the tool must contain points that belong
only to the part of its surface that comes (or may come) in
contact with the workpiece, in order to reduce the computa-
tional effort. The convex hull of the point cloud, due to its
convex nature, will enclose the whole point cloud and thus
create facets which do not belong to the surface of the tool
which participates in the cutting process. These facets do not
have any physical meaning and have to be deleted to reduce
computational time. This procedure takes place during the
initial stages of the MATLAB code run. If the z-coordinates
of all points of a facet exceed the maximum z limit, then this
facet is deleted.

As it has already been stated, in order to achieve the max-
imum area at the contact surface, iterations are performed for
each cutting position of the workpiece, during which the
facets of the convex hull of the tool are scanned starting from

the facet with the smallest distance from the center of the tool
in ascending order, and whenever “perfect” contact is
achieved, the iterations stop.

In the pseudocode of the PICHC algorithm shown in
Listing 1 inside the iterative loop, for each of the facets of
the convex hull of the tool, the corresponding facet of the
workpiece to which the former comes in contact with is found,
and after this, the necessary rigid body translations and rota-
tions of the tool facet to achieve this contact are found. This
operation requires three translations about the global x, y, and
z axes and two rotations about the global x and y axes, as
described in a previous section. Rotation and translation of
the tool with the rigid body translation and rotation described
earlier is performed from its initial position to the position
which corresponds to the best fitting of each pair of facets
(tool-workpiece). At the final section of the while loop, there
is a check whether all points of the workpiece lie outside the
convex hull of the tool (avoid overclosure), in which case the
iterations stop; in the opposite case (chordal deviation), the
while loop continues. The rigid body parameters of the opti-
mum tool translation and rotation are checked so that they do
not exceed certain upper and lower limits, in order to avoid the
high variations of the accelerations and jerks that develop
during the machining process so that the final machined sur-
face is sufficiently smooth. In case that the above check is not
satisfied, the while loop proceeds to the next facet of the con-
vex hull of the tool, even if this satisfies the contact require-
ments outlined in the preceding sections of this study. After
this, they are written in a G code file that is produced by the
MATLAB code. This G code is executed by CG-TECH
VERICUT 7.3 to simulate the cutting process.

4 Results

In order to verify the applicability of the proposed optimum
tool orientation method presented in this study, two case stud-
ies were considered, that are published in the literature. In the
first case study, a comparison is made with the results of an-
other exact algorithm developed in [40], which is proved to be

Listing 1 Pseudocode of the
PICHC algorithm applied for the
optimum tool orientation

cloud

end

end

-Load the point cloud of the tool and the workpiece
-Find the convex hull of the tool
-Delete the planes of the convex hull that are at the nonconvex part of the tool point

-Find the distance of all triangles from the center of the tool
-Sort the convex hull triangles based on their distance in ascending order
for each cutting position of the tool on the workpiece
for the i™ facet of CH
- Find AC and R according to eq. (12) and (18) respectively
- Fit the tool point cloud to workpiece according to eq. (21)
- If eq. (23) is satisfied, exit the loop

-Print optimum tool position in G code
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Table 1 Numerical results of two
cases of tool point refinement of

Tool discretization

Maximum excess Running time

the PICHC method (present
study) and the MPEC method
[40] for the test model shown in
Fig. 12

Chen et al. (2017) [40]
Present study, case 1
Present study, case 2

- ~0.005 ~20 min
76 points ~0 ~12 min
106 points ~0 12.85 min

more efficient than two other basic exact methods (the
Middle Point Error Control Method, MPECM, and the me-
chanical equilibrium method, MEM) that have performed
well, according to relevant studies in the literature. In the
second case study, a comparison is made with the results of
an evolutionary optimization algorithm, coupled with a
commercial CAM software (CAD/CAM CATIA V5) [40].
For these two cases, results are obtained both numerically
through simulations in CGTech VERICUT and experimen-
tally through the use of a Haas VF4 5-axis CNC machine-
center equipped with a Fanuc NC. Detailed presentation and
comparison of the various results are shown in the following
sections. The numerical experiments conducted in [38]
were run in a desktop computer which employed an AMD
Athlon 64 processor, 3200+, 2.00 GHz and 1.00 GB RAM
supported by WinXP Pro., SP3 2002 version. On the other
hand, the authors of the proposed method utilized an AMD
Ryzen 51,600 Six-Core Processor, 3.2 GHz and 16 GB
RAM supported by Windows 10. The hardware character-
istics on which the numerical experiments of [40] were con-
ducted are not mentioned in that study, but based on the
publication date it is assumed that last generation hardware
was utilized.

4.1 Comparison with the exact method
4.1.1 Simulation results

In [40], a machining simulation and experiment was per-
formed on a mold surface S, the parametric equation of which
in terms of the global coordinates S,, Sy, and S, is given by the
following equation:

Se(u,v) = 5.6V + 88.9v-94.4

S, (u,v) = 28.1u>~131.3u

S.(u,v) = 5.9(u*V + u*v)-3.9%u + 76.2u
+6.7v*—27.3uv—=50.8u + 25v + 12.1

(24)

Figure 12 shows the simulation results computed by CG
Tech Vericut for the above surface both using the algorithm
proposed in this study (PICHC method) and using the im-
proved MPEC algorithm used in [40]. For the mold surface,
a 5-axis cutting tool path was calculated using a generic 5-axis
post-processor. Also, a toroidal cutting tool with major radius
6.5 mm and minor radius 1.5 mm was selected, and a cutting
tolerance of 0.1 mm is chosen which is higher than [40]. It is
seen that 12 paths have been calculated in both cases, and

Fig. 10 The variation of the lead 15 F ‘
angle (I) during the machining
simulation, according to the 2+
algorithm proposed in this study
(PICHC method) 25 F
-3
35+
5 ol
=
<
4.5 -
5 -
55+
-6
6.5 -
1

1 1 1 1 1 1 1 1 1

100
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Fig. 11 The variation of the tilt
angle (J) during the machining 15 -
simulation, according to the
algorithm proposed in this study
(PICHC method)

Angle J

100

smoothness between successive cutting tool paths was
attained. The strip width (radial depth) is fixed and equal to
9.5 mm contrary to that used in [40], which is variable with
mean value 9.5 mm. Constant strip width during the machin-
ing process is more beneficial than varying strip width, be-
cause this leads to the stabilization of material removal rate for
each cutting path, constant loading forces on the tool, as well
as an increased tool life. The methodology utilized in the
present study yields lower excess distribution along the ma-
chined workpiece surface, as illustrated in Fig. 12. The com-
puting time of generating the tool path with the proposed
algorithm is about 12 min whereas the same time in [40]
was about 20 min. The above results are summarized in
Table 1. In the same table, two cases of tool point discretization
refinement are also examined, i.e., the tool is discretized into
76 points in case 1 and into 106 points in case 2. From the
comparison between these two cases in terms of maximum
excess and running time, it is concluded that there is no

(a) PICHC method

0 05000
0.03500[13:Cyan
003000/ 12 Thishe

002000] 51 Autctift_G1

[Bo0o0e

43 Mactne_3

200 300 400 500 600 700 800 900 1000 1100
Tool position

discretization dependency on the results and therefore, the re-
sults are sufficiently accurate.

In [40], the author refers to the comparison results of opti-
mal tilt angles and strip widths that calculated for selected
cutting points along the surface of the workpiece. In the pro-
posed algorithm (PICHC method) due to the constant strip
width that is selected, it is more purposeful to concentrate on
the lead and tilt angle variations during the machining simu-
lation of the overall part. It can be seen from Fig. 10 that lead
angle variations of the tool have relatively stable and repeated
amplitude as they move smoothly to the maximum magni-
tude. Although a large number of variations are expected
due to the use of constant strip width in areas of the mold
surface with high curvature values, it seems that discretization
based algorithms using multi-point contact capabilities have
robust results. Additionally, in Fig. 11, smaller variations of
the tilt angle are observed in contrast with the lead angle. This
means that single, double, or three contact point capability of

(b) Improved MPEC method [33]

Fig. 12 Simulation results of the maximum excess on the mold surface with the PICHC method (left) and the improved MPEC method (right)

@ Springer
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Fig. 13 The experimental result of the machined mold surface considered
by Chen et al. [40] and described by Eq. (24)

the PICHC method in combination with appropriate restric-
tions for smooth angle transitions leads to desirable results
(Fig. 12).

4.1.2 Experimental results

In Fig. 13, the results of the experimental machining process
of the mold surface are displayed. The material properties of
the stock selected according to [40] and a Haas VF4 5-axis
CNC machine-center equipped with a Fanuc NC unit was
utilized. In order to prevent light reflections due to the flash
of the camera so that the final workpiece can be clearly
viewed, the machined surface was lightly polished. The
resulting specimen has a smooth surface without scallop de-
fects and geometric tolerances which comply with the given
specifications (Fig. 14).

4.2 Comparison with genetic algorithm
4.2.1 Simulation results

The tool orientation method was applied to a case study in
which a 5-axis cutting tool path is calculated using a Deckel

scallop height

Fig. 14 Radial depth of Bull nose end mill and the produced scallop
geometry

@ Springer

Fig. 15 Virtual representation of Deckel Maho MH-600C 5-axis CNC
machine center in CG-Tech Vericut and setup of the workpiece (after

(38D

Maho MH-600C 5-axis CNC machine-center equipped with a
TNC-320 Heidenhain® NC unit (see Fig. 15) for a test model
shown in Fig. 16. The model contains a NURBS sculptured
surface and was developed in Autodesk Inventor Professional
2018 using the exact geometry that is used in [38]. A compar-
ison was made for this model between the results presented in
[38] and those produced by the algorithms developed in the
present study. In the study of [38], one of the most efficient
commercial CAM solvers, namely, CAD/CAM CATIA VS5 by
Dassault Systemes [40], was used in combination with a virus-
evolutionary genetic algorithm in order to minimize the excess
and the overall machining time. The main characteristic of the
virus-evolutionary genetic algorithm used in [38] is that it
avoids premature convergence by storing solution patterns
during the search for the global optimum. For this purpose,
the algorithm involves two simultaneously processed popula-
tions: the hosts and the viruses. The populations of hosts con-
tain the candidate solutions which aim to minimize one or

Fig. 16 CAD model with NURBS sculptured surface used for the
application of the novel tool positioning method presented in this study
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Table2 Input parameters and results of two cases of tool point refinement of the PICHC method (present study) and the algorithm used in [38] for the
test model shown in Fig. 16
Tool discretization ~ Radial depth (mm) Max. discr. Max. excess Machining time Computational
step (X 1073 mm) time (h)
Comparison model [38] - 343 8.34 4.59 1.37 5
Present study, case 1 49 points 4 100 3.25 1.05 0.42
Present study, case 2 73 points 4 100 3.24 1.08 0.475

more objective functions, whereas the population of viruses
contain those patterns of the host population that offer infor-
mation to the host population to produce better offspring.
Transduction and reverse transcription are the two viral oper-
ators that have been used in [38] for the evolution of the virus
population. Among the various cases presented in [38], the
case with the optimum performance was selected for compar-
ison purposes in this study. The following machining param-
eters were used:

+ Cut tolerance 0.01 mm

+ Filleted end mill of diameter 10 mm and cutter corner
radius 3 mm

* Radial depth 3.43 mm

* Lead angle is fixed at 3.208°

+ Tilt angle is fixed at 7.079°

*+ Maximum discretization step along the tool path
8.339.10° mm

It is obvious from Table 2 that while the radial depth and
the maximum discretization step used in this study are higher
than the corresponding values used in [38], the methodology
implemented with the present study yields lower maximum
excess and requires lower machining and computation times
than the ones achieved in [38]. These results were calculated

Fig. 17 Simulated cut solid in which the excess error is shown after NC
verification conducted in CG-Tech Vericut

in both studies with the simulation of the machining process in
CGTech VERICUT. The calculation of the excess in the pres-
ent study was performed with an accuracy equal to 0.001 units.
There is no need for the optimization algorithms to calculate
the optimum radial depth (step over), since the algorithm uti-
lized in the present study uses varying lead and tilt angles
depending on the local curvature of the surface. The radial
depth that is used in the present study is equal to the diameter
of the flat part of the tool which is the maximum radial depth
that can be used to avoid any undesirable scallops in the final
surface (see Fig. 10). The ability of the proposed algorithm to
adjust the tool orientation for each CC point separately so that
it fits best the local workpiece geometry permits the user to
relax the discretization step and decreases computational ef-
fort with improved quality.

The Auto-DIFF module of CGTech VERICUT was used to
calculate an indicator based on the remaining material after
finishing, known as the excess error. The excess error was
calculated using the solid comparison method. It is observed
that the maximum excess apart from being crucially reduced,
is clearly distributed in a more uniform pattern compared to
[38], as shown in Fig. 17. A significant reduction in the ma-
chining time is also being achieved, which was expected due
to the increased discretization step by two orders of magnitude
as well as the radial depth employed. Last but not least, a
relatively large decrease in the computational time is achieved

Fig. 18 The experimental result of the machined NURBS sculptured
surface considered by Fountas et al. [38]
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compared to [38], since the optimization process implemented
in this study takes less than half an hour, thus accelerating the
design process and the production rates. It can be concluded
from the above that the optimum tool orientation method pro-
posed in this study is of higher accuracy, without using any
optimization algorithms or commercial CAM software.
However, simulation-based objective functions such as the
one used in [38] could be used in cases where the optimization
procedure includes, apart from the geometric characteristics,
other machining parameters, such as spindle speed, feed rate,
acceleration/deceleration, and jerk.

From the results presented in Table 2, it can be observed
that in the CAM software used in [38] the optimum lead and
tilt angles that are calculated are fixed for each machining
process. This approach cannot exploit the maximum radial
depth available. On the contrary, the tool orientation algorithm
used in this study for each CC point adjusts the lead and tilt
angles so that the maximum radial depth is utilized, leading
thus to maximum material removal rate and consequently
minimization of the machining time and of the maximum
excess.

In the present study two degrees of refinement of the tool
discretization have been considered, i.e., the tool is discretized
in 49 points and 73 points (Table 2). The purpose of these two
separate analyses is to ensure that the mesh refinement of the
tool is sufficiently large, so that the results of the algorithm are
mesh-independent. And this is the case, indeed, since it is
clear from the results presented in Table 2, that there is almost
no difference between cases 1 and 2 of the present study. This
finding proves that there is no influence due to the
discretization of the tool in the results.

4.2.2 Experimental results

In Fig. 18 the results of the experimental machining process of
the NURBS sculptured surface are displayed. The material
properties of the stock selected according to [38] and a Haas
VF4 5-axis CNC machine-center equipped with a Fanuc NC
unit was utilized. In order to prevent light reflections due to
the flash of the camera so that the final workpiece can be
clearly viewed, the machined surface was lightly polished.
The resulting specimen seems to have smooth surface without
scallop defects in a similar way as in Fig. 13.

5 Conclusions

A novel optimum tool positioning algorithm has been devel-
oped in this study, which is implemented in part with the
Autodesk Inventor Professional 2018 software API and in part
with Matlab R2016b and has been verified both numerically
by CG-Tech Vericut and experimentally. It has been shown
that the algorithm produces results of superior quality while

@ Springer

being robust. The high efficiency of the proposed algorithm is
due to the following characteristics:

* The philosophy adopted by the common CAM commer-
cial software is that in order to maintain the cutting error
lower than a prespecified tolerance (cutting tolerance), the
number of the CC points has to be increased depending on
the local curvature of the workpiece surface, which leads
to increased computational effort and machining time and
decrease in the maximum discretization step. On the other
hand, according to the tool orientation algorithm presented
in this study, in order to maintain the cutting error lower
than the cutting tolerance, instead of increasing the num-
ber of CC points along the tool path, the refinement of the
tool discretization is increased.

* The option between one-, two-, or three- point contact
between the cutting tool and the workpiece is given in
order to increase machining performance. Conventional
algorithms allow up to two points of tool-workpiece con-
tact (along lead cutting direction), leading thus to subop-
timal material removal rate.

» It provides alternative ways to decrease the cutting error
(chordal deviation) without necessarily increasing the
number of CC points along the tool path. The key idea is
the discretization of the surface of the tool and the local
contact area of the workpiece, which allows for a relaxed
(coarse) distribution of the CC points on the workpiece
surface. In this way the computational effort, the machin-
ing time and the size of the G code produced are
minimized.

+ Itutilizes an innovative integrated machining optimization
environment which is based on a fully parameterized ob-
jective function of superior quality, proving that the qual-
ity of the result of an optimization procedure depends not
only on the optimization algorithm, but also on the proper
selection of the objective function. The use of advanced
evolutionary strategies and/or other soft computing algo-
rithms does not entail that the result will be of high quality.

The results of the algorithm have been tested with a model
from literature. It has been found that it has improved perfor-
mance compared to commercial CAM software packages in
combination with advanced optimization algorithms. The al-
gorithm used in this study is based on advanced and purely
numerical procedures, which cover nearly all the theoretically
based algorithms and can be applied in machining problems
involving workpiece surfaces that do not have cavities or other
geometrical irregularities in which the normal vector of the
surface intersects the workpiece.
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