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Abstract
To improve the applicability and robustness of the three-dimensional tracking method of an augmented reality-aided assembly
guiding system for mechanical products, a tracking method based on the combination of point cloud and visual feature is
proposed. First, the tracking benchmark coordinate system is defined using a reference model point cloud to determine the
position of the virtual assembly guiding information. Then a camera tracking algorithm combining visual feature matching and
point cloud alignment is implemented. To obtain enough matching points of visual features in a textureless assembly environ-
ment, a novel ORB feature-matching strategy based on the consistency of direction vectors is presented. The experimental results
show that the proposedmethod has good robust stability and tracking accuracy in an assembly environment that lacks both visual
and depth features, and it can also achieve good real-time results. Its comprehensive performance is better than the point cloud-
based KinectFusion tracking method.
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1 Introduction

Assembly is a vital part in the life cycle of the product.
Assembly time and assembly quality directly affect product
development costs and performance. According to statistics,
in modern manufacturing enterprises, assembly workload ac-
counts for 20–70% of the total product development work-
load, with an average of 45%, and assembly time takes up
40–60% of the manufacturing time [1]. To promote assembly
efficiency and quality, some scholars have carried out remark-
able studies in this field. Bortolini [2] and Faccio et al. [3, 4]
considered component picking, feeding policy, and flexible
within an assembly system, and they validated the effective-
ness in improving task time performance. Faccio et al. [5]
emphasized the packaging problem in a production process,

and they defined a packaging strategy that provides a
decision-making procedure for operation managers. Hu et al.
[6, 7] aimed at product variety and manufacturing complexity
in assembly systems, and they proposed a unified measure and
models of complexity to assist in designing systems. Besides
the above efforts, improving the efficiency and reliability of
manual assembly operations is another issue worth studying
and discussing.

The traditional assembly process mainly uses paper hand-
books for operation guidance. This is not only weak in process
guidance, but it can also hinder assembly quality due to
misrecognition. With the development of science and technol-
ogy, a virtual reality (VR)-aided assembly system [8–10], to a
certain extent, solves the defects of using paper handbooks. It
displays the assembly guiding information in three-
dimensional space so that the operator’s mental burden and
likelihood of error are reduced. However, VR-based assembly
systems require the establishment of models of a complex
assembly environment, which is time-consuming and labori-
ous. Moreover, the purely virtual assembly system lacks a
direct feedback channel. It only supports users with limited
“real” experience, which may pose a threat to operators’ safety
in the complicated and ever-changing workshop. In recent
years, the rapid advances in augmented reality (AR) technol-
ogy have caused revolutionary changes in the assembly area.
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It is now possible not only to display virtual information in 3D
space but also to display real-world information. AR superim-
poses the computer-simulated assembly guiding information
(3D models, annotation, and text) onto the real world, provid-
ing operators with a mixed reality environment that combines
real-world scenarios and virtual assembly guiding informa-
tion. Although AR technology has some drawbacks for end
users, e.g., increased cognitive load, sight-related medical is-
sues, mental stress, and adoption willingness, it is still very
popular in the mechanical assembly field.

Markerless tracking is one of the core technologies of
AR-assisted assembly systems. It is the key factor in achiev-
ing accurate superimposition of virtual guiding information
on the assembly environment. Markerless tracking has been
studied for several years, and significant progress has been
achieved. However, there are still some defects and short-
comings. For instance, the feature point-based method [11]
is prone to tracking jitter or turbulence because mechanical
parts for assembly are textured poorly. The edge-based
method [12] is sensitive to cluttered backgrounds and not
robust to occlusions during the interaction process. The
model-based method [13] has been widely used for
markerless tracking in AR-based assembly, but retrieving
data from a large number of reference images to find the
keyframe leads to a vast searching space and a heavy com-
putational load, which greatly reduces real-time perfor-
mance and system availability. The simultaneous localiza-
tion and mapping (SLAM)-based method [14] is limited to
estimating a relative camera pose only, which is not suitable
for AR-based assembly; moreover, it is prone to tracking
failure on dynamic scene. According to some studies [15,
16], point cloud-based tracking shows good robustness in
an indoor environment with very dark or sparsely textured
areas. However, these methods are the same as the SLAM
method, and they can only estimate the relative pose of the
sensor, which cannot be applied directly to assembly sce-
narios that require absolute location information. Moreover,
they are prone to tracking failures in a mechanical assembly
environment that lacks both visual and depth features. In
recent years, machine learning-based methods [17–19] have
achieved a huge breakthrough in camera 6-DOF tracking;
these “temporal tracking by learning” approaches were
demonstrated to be successful at achieving robust, real-
time tracking results. However, these approaches are suit-
able for sequences with relatively small levels of occlu-
sions; they fail for larger levels of occlusion.

In this work, we propose an accurate and robust tracking
method combining point cloud and visual features for an AR-
aided assembly system. The main contributions of our work
are in the following aspects: (1) The tracking benchmark co-
ordinate system is defined using a reference model point cloud
to determine the position of virtual assembly guiding informa-
tion. (2) A novel ORB feature-matching strategy based on the

consistency of direction vectors is presented to obtain enough
matching points of visual features in textureless assembly en-
vironments. (3) An accurate and robust trackingmethod for an
AR-aided assembly system is presented, which avoids track-
ing failure in mechanical assembly environments that lack
both visual and depth features.

Before explaining our approach, we introduce related work
in Section 2, and then the theoretical implementation proce-
dure of our approach in Section 3. In Section 4, the experi-
mental results and comparative analysis with other previous
approaches are presented. Finally, we close this paper with
conclusions and future work in Section 5.

2 Related works

AR has been a hot topic in the field of mechanical assembly in
recent years. The stability and robustness of markerless track-
ing algorithms directly affect the user experience and deter-
mine the performance of AR systems. Therefore, improving
the robustness of the tracking algorithm is of great signifi-
cance. Markerless tracking has been studied for several years
in the AR community. In this section, we only focus on point
cloud-based methods.

Point cloud-based tracking is typically based on variants of
the iterative closest point (ICP) algorithm [20, 21]. Newcombe
et al. [22–24] proposed a landmark point cloud-based tracking
algorithm in the KinectFusion system. Their method obtains
depth data from the handheld mobile depth sensor in real time
and uses the point cloud data of adjacent frames to perform
ICP registration so that the camera pose is estimated. This
method can run in environments with low light intensity.
However, in practice, their methods are extremely brittle when
the environment lacks obvious 3D features like large-scale
plate parts or planes, because a flat plane provides no con-
straints to ICP, causing the point clouds to drift apart. To
address this deficiency, researchers explored the use of visual
features to provide additional constraints to ICP to improve
the robustness of point cloud-based tracking [25–27]. Whelan
et al. [28] presented an improved point cloud-based camera
pose tracking method that yields high-quality color surface
models with few visual artifacts. Their method produced
high-quality dense color maps with robust tracking in chal-
lenging environments, while still executing in low latency in
real time. Henry et al. [16, 29] proposed a point cloud-based
tracking algorithm named RGBD-ICP, which is an ICP variant
that takes advantage of the richness feature points contained in
RGB-D data for ICP initialization. Their method can generate
accurate tracking result even in areas where there are no ob-
vious 3D features. However, these methods are likely to fail
when the environment is textureless. To improve the accuracy
of point cloud-based tracking, researchers have also proposed
the use of global pose estimation correction, including pose
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graph optimization [30], loop closure detection [31], incre-
mental bundle adjustment [32, 33], or recovery from tracking
failures by image- or keypoint-based relocalization [34, 35].

Although the above methods demonstrate good tracking
performance on their specific systems, most of them can esti-
mate the relative pose of the sensor only, which cannot be
applied directly to assembly scenarios that require absolute
camera location information. Moreover, most of these
methods fail to track in a mechanical assembly environment
that lacks both visual and depth features.

3 Approach overview

The basic idea and workflow of the algorithm are shown in
Fig. 1. In the offline phase, the reference model point cloud is
generated by its CAD model. In the online phase, the trans-
formation relation between the reference model point cloud
and the assembly environment point cloud is calculated via an
ICP-based registration method. In this way, the tracking
benchmark coordinate system is defined. Then, consecutive
frame registration based on point cloud and visual features is
executed to estimate the pose of the camera in the movement
process, and then loop closures are implemented by matching
the RGB frame against a subset of previously collected frames
to optimize the estimated pose. Finally, the virtual guiding
information is superimposed on the assembly environment
based on the tracking result.

3.1 Point cloud generation

Depth image is important for point cloud generation. In this
paper, an RGB-D depth sensor developed by Sony1 is used,
which captures a 720P registered RGB image and depth points
at 30 frames per second. Due to hardware limitations and other
environment-affecting factors (surface characteristics, illumi-
nation condition, and materials), depth images are usually
noisy. To improve the quality of depth image, a weighted joint
bilateral filter (WJBF) [36] is adopted for depth image de-
noising. Then the depth image is converted into 3D point
cloud data. u = (x, y) is one pixel on the depth map D(u); it is
back-projected to the infrared camera’s coordinate 3D space
with the depth sensor intrinsic parametersMint _D. To acceler-
ate this process, at timet, each CUDA thread operates in par-
allel on a separate pixel in the incoming depth map Dt(u), and
the back-projected points 3D vertex map Vt(u) can be
expressed in Eq. 1:

Vt uð Þ ¼ Dt uð ÞM int D
−1 u; 1½ � ð1Þ

Then the normal vector Nt(u) of each vertex is computed
through the cross-product of the neighboring re-projected points

Nt uð Þ ¼ Vt xþ 1; yð Þ−Vt x; yð Þð Þ
� Vt x; yþ 1ð Þ−Vt x; yð Þð Þ ð2Þ

Nt(u) is normalized to unit length with the equation Nt(u)/
‖Nt(u)‖2. The normalized Nt(u) and the 3D vertex map V(u)
form the assembly environment point cloud data Xi = {v0, v1,
v2...vn,N0,N1,N2...Nn}.

3.2 Benchmark coordinate system establishment

In our method, a reference point cloud model is required for
Benchmark coordinate system establishment. The reference
model point cloud Pi = {p0, p1, p2...pm, n0, n1, n2...nm} is gen-
erated from its 3D model in a computer-aided design system,
where p0, p1, ...pm and n0, n1, ...nm represent the 3D vertices
and their corresponding normal vectors, respectively. Taking
water pump shell as an example, 5558 surface vertices and
normal vectors are obtained (see Fig. 2).

The goal of benchmark coordinate system establishment is
to compute the camera pose with respect to the absolute coor-
dinate system, in particular, the reference coordinate system of
the point cloud model. This process is achieved by aligning
the input point cloud Xi with the reference model point cloud
Pi using the ICP algorithm (we assume that the difference in
position and direction between the reference point cloud data
and the input point cloud data are small).

To align Xi with Pi, the Euclidian distance d between the
vertices must be minimized:

d vi; pj

� �
¼ mind vi; p j

� �
ð3Þ

Moreover, we introduce an additional constraint to the nor-
mal vectors. The similarity between the normal vectors can be
expressed by dij = 〈ni,Nj〉, if dij is greater than a certain thresh-
old ψ, ni and Nj will be considered as corresponding points,
and given the weight 1:

wi ¼ 1; dij > ψ
0; else

�
ð4Þ

By means of Euclidean distance and normal vector mea-
surement, the number of the point pairs N and the weights of
each pair wi can be obtained. The initial pose of the camera
Minit = [R| t] in the reference model coordinate system can be
obtained by solving the equation:

ei R; tð Þ ¼ 1

N
∑
i¼1

Np

wi xi−R:pi−tk k2 ð5Þ

where R is the rotation matrix of the camera and t is the trans-
lation vector.1 https://www.sony-depthsensing.com/Depthsense/DepthsenseSensors.
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3.3 Tracking based on point cloud and visual features
fusion

The goal of this step is to update the camera pose in the
tracking benchmark coordinate system.

In this process, camera pose is computed via an improved
ICP-based registration. Traditionally, ICP can easily fail when
there are many large parallel planes. Henry et al. [29] pro-
posed an RGBD-ICP algorithm using SIFT features on a color
image to enhance the tracking performance in 3D features
poorly scenarios. However, the method fails to obtain enough
matching feature points in a textureless assembly environ-
ment. In this paper, we improve their method by proposing a
novel feature-matching strategy. Considering the speed and
stability of its feature-matching process, we utilized the wide-
ly used feature descriptor ORB [37] in our method. As with
SIFT features, the original ORB feature-matching method
fails to obtain enough correct and uniform distributed feature
point pairs because of inadequate texture features in the as-
sembly environment (see Fig. 3).

The reason for this apparent lack of feature point matches is
not too few correct matches, but the difficulty of reliably sep-
arating the true and false matches. In addition, motion smooth-
ness point pairs induce correspondence clusters that are highly

unlikely to occur at random [38]. Inspired by this theory, we
make the following assumption:

Assumption: The unit direction vector of correct matching
points should stay the same as that of the matching point pairs
in the neighborhood (see Fig. 4).

Assuming M is a matrix composed of the unit direction
vectors of matching point pairs in the support region.

M ¼ m1 m2 m3:::mn½ �T ð6Þ

The similarity between the direction vectors mi and mj is
measured using the inner product

dij ¼ mi;mj
� � ð7Þ

The similarity betweenmi(1 × 2) and all elements inM 2�nð Þ T

is defined as

G ¼ miMT= n−1ð Þ ð8Þ

All the similarity results in G are sorted in descending
order, if one element in G is smaller than a given threshold
value δ, the matching point pair is treated as an outlier. This
matching process is accelerated through gridding the image
into square cells, and the algorithm searches through the input
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On-line Phase

Reference Model
Point Cloud

Data Frame
Input

Camera Pose
Initialization

ICP

Virtual Assembly 
Information

Tracking Based on
Point Cloud and 
Visual Features
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Preprocessing

Vertex V
Normal vector N

Overlay

Minit
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Fig. 1 The workflow of our method

Fig. 2 Point cloud of pump shell
generation. (left) 3D model,
(right) reference point cloud
generated from 3D model

2344 Int J Adv Manuf Technol (2018) 99:2341–2352



image with a sliding window. Finally, an adequate number of
correct matching point pairs is obtained. The result can be
seen in Fig. 5.

After the above preparations have been done, the improved
tracking algorithm based on RGBD-ICP and our feature
points matching strategy is developed. Firstly, the visual
ORB features set {Fa, Fb} is extracted from two adjacent
frames Ia, Ib, and feature point correspondences {Cs, Ct} are
obtained with the improved ORB feature-matching method.
After that, RANSAC is used to find the best rigid transforma-
tion T' = [R'| t'] and the matching inlier points {Ps _ inliner, Pt _

inliner} that generate the best transformation. Then we associate
the matched feature points with their corresponding depth

values. In one situation, if the percentage of matching points
within the best working range is above a given threshold value
σ, the main ICP loop is performed to determine the associa-
tions between the input source cloud Pa and the target point
cloud Pb. In the first iteration, T' calculated from visual
RANSAC transformation is used to initialize the point cloud
iteration process. And then, for each point in the input source
cloud Pa, the nearest point in Pb is determined. The alignment
errors of the dense point and visual feature associations are
minimized using Eq. (9). The first part of the error function we
use point-to-point error term to minimize the distance error
between the sparse visual feature associations, and the second
part of the error function we use point-to-tangent plane error

(a)

(b)

Fig.3 a Original ORB features
matching. b Original ORB
features matching with RANSAC
outlier elimination. The original
ORB method can extract 9400+
feature points, but the number of
matching point pairs is only 250+
including a large number of
mismatches. RANSAC strategy is
usually used to eliminate
mismatches, but this process
further reduces the matching
point pairs, and only 80+
matching point pairs is obtained

Correct matching pairs

aI bI
Mismatch point pairs

Support region

Fig. 4 Feature points matching
assumption
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term (see Fig. 6). Finally, the two parts are weighted using a
factor α(in practice, we use 0.5).

M* ¼ argminα
1

jPinlinerj ∑
i∈Pinliner

wi R0pis inliner þ t0
� �

−pit inliner

		 		2
 �

þ 1−αð Þ 1

jPdj ∑
j∈Pd

wj R0pj
a þ t0

� �
−pj

b

� 
� nj
b

		 		2 !

ð9Þ

When the error no longer decreases significantly or the
loop reaches the maximum number of iterations, the main
loop exits. To reduce cumulative error in the frame alignment
process, the loop closure detection and global optimization
method using feature points matching those described in
RGBD-ICP algorithm [18] is conducted.

In the other situation, if the percentage of matching points
within the best working range fall below a given threshold
value σ, we use the same features for ORB-SLAM [39] tasks:
tracking, mapping, relocalization, and loop closing. We use a
constant velocitymotionmodel to predict the camera pose and
to perform feature point matching with the last frame. If the
tracking is lost, we query the recognition database for
keyframe candidates for global relocalization and try to find
a camera pose using the PnP algorithm [40]. Through coordi-
nation and cooperation between the two working mecha-
nisms, a good tracking performance is achieved.

4 Case study

This section presents a simulated industrial case study of a
water pump assembly with AR technology. The pump shell
is used for tracking benchmark coordinate system establish-
ment (see Fig. 7a). Its maximal expansions are 120 × 120 ×
120 mm in length, height, and width. The reference point sets
of the pump shell were created in advance fromCAD files and
stored in the database with 5558 reference points. Once the
tracking process is started, over 60,000+ effective points are
generated from the input depth image. Then the reference
points are matched with points generated from the input depth
image, and the rigid transformation between them is calculat-
edwith Eq. 5. After the tracking benchmark coordinate system
is established, point cloud and visual features fusion-based
tracking using sequential frame image registration is per-
formed with Eq. 9. Finally, the assembly guiding information
(the green part) is superimposed onto the real assembly sce-
narios according to the pose calculated by the proposed meth-
od (see Fig. 7b). Then we keep the pump shell motionless, and
we hold and move the Softkinetic in an arbitrary path to get
3D registration results of assembly guiding information from
different angles and distances. The experimental results are
shown in Fig. 7c, d. From the figures, we can see that despite
the angle and distance changes, a good registration perfor-
mance is still achieved.

Table 1 shows the execution time of each frame. The test
platform was a desktop PC with an Intel Xeon-E3 3.5 GHz
microprocessor and an NVIDIA GeForce GTX 970 8GB
RAM graphics card. Softkinetic DS325 was used to capture
video sequences, and all captured RGB frames were set to
640 × 480. In this work, the tracking algorithm was written
in C++ and imported into unity3D as a dynamic link library.
During the tracking process, the reference point cloud is first
matched with the point cloud generated from the input image
for tracking benchmark coordinate system establishment. This
process is time consuming, and it takes almost 2 s. But be-
cause this process is executed once, and only once, the time
cost of this process is not included in the total tracking time.

Fig. 5 Our feature points
matching method. The correct
matching point pairs are increased
from 80+ to 3100+, and point
pairs are enough and uniform
distributed for camera tracking

Fig. 6 Point-to-tangent plane error
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Point cloud and visual features fusion-based tracking can be
divided into four processes: data frame input, point cloud gen-
eration and preprocessing, fusion tracking, and loop closure
detection. The whole tracking procedure takes about 23.19 ms
(< 33 ms) for each frame; therefore, the proposed method can
run at 30 frames per second (Fps), which satisfies the real-time
requirement.

5 Results and discussion

5.1 Tracking accuracy analysis

The tracking accuracy of our method is evaluated using HTC
Vive Tracker2 (positioning accuracy 1.5 mm). In this experi-
ment, a pump shell is put on the desk, and the manipulator
carries and moves the depth sensor around the desk. HTC
Vive Tracker is tied to the depth sensor, and its trajectory is
recorded as the ground truth. At the same time, the tracking
accuracy of our method is contrasted with other point cloud-
based methods (KinectFusion [22] and RGBD-ICP [18]). The
results of the experiment are shown in Fig. 8. It can be seen
from the figure that the position error between KinectFusion
and the ground truth increases as the moving distance in-
creases, and KinectFusion tracking fails when we move

the depth sensor close to the desktop, where there are no
obvious 3D features visible (at about the 200th frame).
RGBD-ICP performs slightly better than KinectFusion,
but it also fails at about the 300th frame. This is mainly
because when the depth sensor is moved much closer to
the desktop, there are not enough visual features present-
ed, resulting in not very strong constraints to the ICP. So
the tracking process fails. The tracking trajectory estimat-
ed by our method is very close to the ground truth, and
our method still shows robust tracking performance when
environment lacks both visual and depth features. This is
because a significant number of visual features obtained
by our method act as an initialization for ICP, which
avoids the point clouds drifting apart.

Table 2 shows the rotation error in the whole tracking pro-
cess. From these results, we can see that our method

Table 1 Tracking performance for each frame

Number of steps Process Time/ms

1 Data frame input 2.86

2 Point cloud generation and preprocessing 13.79

3 Fusion tracking 4.41

4 Loop closure detection 2.13

5 Total time 23.19
2 https://www.vive.com/cn/vive-tracker/.

(a) (b)

(c)                                                            (d)

Pump shell

Fig. 7 Case water pump tracking.
a Initial tracking area. b
Assembly guiding information
superimposed onto the pump
shell. c, d Assembly guiding
information registration result
under different view angles and
distances
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outperforms other two methods and satisfies the tracking ac-
curacy requirements of augmented reality-aided system.

5.2 Time analysis

The tracking performance of each algorithm is evaluated, and
the time cost of each frame is recorded during the whole
tracking process (in practice, we tested for 200 s). The test
platform used was the same as “Case Study” section. The
results can be seen in Table 3. From the table, we can see that
the time cost of our method is greater than the other two
methods, but it is still capable of operating at the sensor frame
rate of 30 Hz, with average execution time below 33 ms.

5.3 Tracking performance analysis

Toinvestigatethetrackingperformanceoftheproposedmeth-
od in the manufacturing conditions (e.g., when the tracking
area is partially occluded during tracking benchmark coordi-
nate system establishment and the fusion tracking process,
and the cluttered background is without a strong 3D distinc-
tion to the assemblage or the lighting condition variations),
some experiments are conducted. In this experiment, a pump

shell is put on the worktable, and some parts are stacked
around it to simulate the manufacturing environment. The
manipulator carries and moves the depth sensor around the
desk to test the tracking performance under different condi-
tions.The results canbe seen inFig. 9.FromFig. 9a, b,wecan
see that the proposed method can still achieve good tracking
performance under the partial occlusion condition. This is
mainly because the initial camera pose can be estimatedwith
only the partial environment point cloud and reference point
cloud registered.Meanwhile, the subsequent point cloud and
visual features fusion-based trackingis irrelevant to the initial
tracking area; it is only determined by the sequential frame
image registration result.However, ifmostof the initial track-
ing area is occluded or seriously interfered with by the fore-
groundorbackgroundobjects, anerrorvirtualobject registra-
tion result will occur (see Fig. 9c, d). Figure 9e shows the
tracking result of ourmethod under low light intensity condi-
tions.Itshowsthatourmethodisrobust toilluminationchang-
es. This is primarily because point cloud-based tracking and
visual features-based tracking can supplement each other.
Although lighting condition variations could affect
ORB descriptor generation, a point cloud can still be
generated using an infrared camera. Therefore, the
tracking procedure is not affected.

Fig. 8 Tracking trajectory
contrast between different
methods

Table 2 Rotation error of each algorithm

Methods Average/
degree

Maximum/
degree

KinectFusion 13.9 25.2

RGBD-ICP 7.2 14.2

Our method 6.5 13.4

Table 3 Tracking performance of each algorithm

Methods Average/
ms

Maximum/
ms

KinectFusion 23.95 33.55

RGBD-ICP 29.26 36.59

Our method 32.52 43.47
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5.4 Augmented reality assisted assembly

To verify the correctness and practicality of our algorithm, an
AR-assisted unmanned aerial vehicle engine assembly system
is developed. The system adopts a tablet platform for ease of
use and for an intuitive guiding information display. To im-
prove the system operating speed, assembly guiding informa-
tion is stored on a remote server, and the system can access the
data through a wireless network. Meanwhile, to improve the
system flexibility for different tasks, different assembly tasks
can be selected when operators access the system (see Fig.
10a). When selecting an assembly task, the operators can
choose between two models: AR assembly animation demon-
stration model and AR manual assembly guiding model (see
Fig. 10b). On touching the “start” button for manual assembly

guiding, the operator should choose an appropriate view angle
to ensure as many of the point cloud generated from the input
data match the reference model point cloud, so that the initial
camera pose can be calculated accurately. Then the virtual part
model is superimposed onto the corresponding physical part’s
assembly position on the basis of the fusion tracking result to
prompt the operators to assemble the part in the right position
(see Fig. 10e, f). For some important assembly procedures,
animations and texts are adopted at the same time to make
the assembly process easily understandable for the operators
(see Fig. 10c, d). According to the AR guiding steps, the
operator can install the part to the target location easily.
However, in the current version, the initial tracking area
(the pump shell) should remain motionless after benchmark
coordinate system establishment to ensure that the virtual

(a) (b)

(c) (d)

(e)

Fig. 9 Tracking performance of
our method under manufacturing
condition (with virtual-real
objects occlusion handling). (a)
and (b) show the proposed
method achieves good tracking
performance under the partial
occlusion conditions. (c) and (d)
show the error virtual object
registration result due to the
foreground or background objects
interference during camera pose
initialization. (e) shows the
tracking result of our method
under low light intensity
conditions
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guiding information is superimposed on the right position.
If the pump shell is moved during the assembly procedure,
reinitialization is required to ensure the following virtual
guiding information is displayed correctly.

6 Conclusions and future work

Markerless tracking is still an important but challenging prob-
lem in AR-assisted assembly systems. It is the key factor in
achieving accurate superimposition of virtual guiding informa-
tion on the assembly environment. This paper has presented a
3D tracking method for AR-assisted mechanical assembly sys-
tems. First, aiming at improving the applicability of the track-
ing method for assembly scenarios, we proposed a reference
model point cloud-based tracking benchmark coordinate sys-
tem definition method to determine the position of virtual as-
sembly guiding information. Second, to improve the robustness

of the point cloud and visual features fusion-based tracking
method, a novel ORB feature-matching strategy based on the
consistency of direction vectors was presented.

In addition, the tracking accuracy and practical property of
the algorithm were presented through a pump assembly case
study. The results showed that our tracking method could run
at 30 Fps and that good tracking performance was still achiev-
able despite the angle and distance changes. To investigate the
performance of the proposed method in manufacturing condi-
tions further, a series of comparison experiments took place.
The results revealed that the tracking trajectory estimated by
the proposedmethodwas very close to the ground truth; it was
superior to the KinectFusion method. Moreover, the proposed
method also demonstrated robust tracking performance when
the environment lacks both visual and depth features, which is
effective and practical for AR-assisted assembly systems.

There are still some limitations to our study; for example,
the running speed of the proposed method needs further

(a)                                                                          (b)

(c)                                                    (d)

(e)      (f)
Fig. 10 Augmented reality assisted unmanned aerial vehicle engine assembly system, (a) different assembly tasks selection, (b) guidingmodel selection,
(c) cylinder assembly guiding, (d) bolts assembly guiding, (e) electric plug assembly guiding, (f) gas vent assembly guiding
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improvement, and the assemblage must remain motionless
after the tracking benchmark coordinate system is established.
In our future research, we will adopt multithreading technol-
ogy for fusion tracking, mapping and loop closure detection,
and global optimization processes to improve the algorithm
efficiency. Moreover, we will explore the fast camera pose
recovery method to improve the tracking robustness further.
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