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Abstract

This paper proposes a new method for fault detection and isolation of a large-scale system by the bond graph (BG) model
and the principal component analysis (PCA) technique in a decentralized architecture. The proposed method is entitled the
BG-PCA technique. The main objective is to address the problem of monitoring large-scale system components by fault
detection and isolation (FDI) methods. In the modeling framework, the BG model is presented by exploiting its structural and
causal properties and the diagnostic bond graph (DBG). In measurement noise and perturbation conditions, the probability
density function takes place to generate a clear decision procedure to detect the operating mode. In our approach, we firstly
generate the structured residues. Furthermore, with a decentralized architecture, we can locate in what subsystem a fault
is first detected. Finally, for isolation, the generation of the structured residues method from PCA is exploited to ensure
localization. To validate the suggested BG-PCA algorithm, simulations are computed on a three-tank system to show the
efficiency of the proposed FDI method, and satisfactory results are found.

Keywords Bond graph - Principal component analysis - Fault detection and isolation - Diagnostic bond graph -
Large-scale system

1 Introduction

With the improvement of the modern technology, large-
scale systems are more and more complex. This complexity
is mainly due to a high dimensionality and to a strong inter-
connection between the subsystems. To ensure the relia-
bility, safety, quality, and efficiency of dynamic systems,
the monitoring stage is very important. Automatic fault
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detection and isolation (FDI) of a system increases as the
size and complexity of systems rapidly grow.

FDI is a dubfied of control engineering, which con-
cerns process supervision. For real-world applications, the
presence of measurement noise or the influence of mod-
eling uncertainty may present problems of performance of
fault detection schemes. This theory presents two types of
categories: quantitative and qualitative descriptions [1]. The
FDI algorithms are usually based on the theory of the com-
parison between the actual behaviour of the process and the
reference behaviour provided by a normal operation model.

Generally, the possibility of detecting and isolating faults
mainly depend on the system architecture. In the literature,
the majority of FDI methods have been concentrated
on centralized systems. Theoretically speaking, several
centralized architectures have been used for detection of
faults and prediction of failure [2—4]. However, faults are
inevitable part of any industrial system and can lead to
catastrophic failures if not detected and accommodated in
the early stages [5]. Over the past decade, the decentralized
control of many industrial systems has been an interesting
research topic [6] to facilitate the detection task, especially

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s00170-018-2526-4&domain=pdf
mailto: taoualiokba@yahoo.fr

518

Int J Adv Manuf Technol (2018) 99:517-529

the isolation one, besides the modeling principle. Therefore,
the problem of a decentralized architecture of large scale
systems has attracted lots of interest, such as Li et al. [6],
Boem et al. [7], Reppa et al. [8], Arrichiello et al. [9],
Ferdowsi and Jagannathan [5].

In the past few years, different approaches for the design
of FDI procedures have been developed, like observers
[10], data driven methods [11], parameter estimation [12],
and the graphical approaches developed in [13] and [14].
In this context, Zhiwei et al. [20] were interested in
approaches based on the exploitation of analytic redundancy
relationships (ARRs) from which a graphical or analytical
model could be extracted. This approach expressed the
difference between information provided by the actual
system and that delivered by its normal operation model.

The graphical approaches, as mentioned in [13], were
well suited for the analysis of structural properties as the
graphical model was separate from the numerical values
of the system parameters. In this context, the Bond Graph
(BG) tool is more and more used for modeling and fault
diagnosis because of its structural, behavioural and causal
properties. The BG technique becomes a very suitable tool
to deal with large-scale systems, especially those that belong
to multi-energetic domains [21]. This technique is presented
as a multidisciplinary graphical language, which gives the
representation of power transfers for a system, especially
within a large scale.

For the purpose of process monitoring, several tech-
niques based on BG are also proposed in the literature.
Among the existing work, the processes based on BG have
been frequently studied. In the nineties, the graphical aspect
of the BG were extended to include health-monitoring appli-
cations. In [15], and regarding the detection phase, the
behavior model was obtained by using the BG formalism
and the degradation models derived from the concept of
residues. In [16], the BG aspect was widely utilized for the
FDI design with qualitative and causal analysis approaches.
Thereafter, from a BG model, a technique to generate ARRs
with covering causal paths was presented in [17]. The quan-
titative approach to generate ARRs was used for FDI design
in [18]. For the monitoring process, the Failure Signature
Matrix (FSM) was developed in [19].

The step of fault detection with the BG model is
determined by the presence of faults indicated by a non-
zero value of these indicators. Generally, the localization
procedure by BG is based on the classic fault signature
matrix generated from the ARRs theory. Nevertheless, this
location phase is not the most effective phase because
some faults are not isolated. More precisely, the supervision
module can provide many problems such as unknown
signatures and also residues corresponding to the signature
of more than one fault. There are still some problems for the
monitoring process based on BG.
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In this field, several papers have been published. In [19],
the FDI decision module was ameliorated by increasing
the number of monitored sensors. The principle of FDI
was introduced by [22] and [23], who used reliability data
and bayesian networks for the improvement of decision
making in ARR-based approaches. In addition, the authors
[38] proposed to use BG and timed automata to facilitate
the isolation phase. However, for large-scale systems, such
methods would have many problems for the representation
of the model.

The principal component analysis (PCA) approach was
also used for process monitoring in [26, 27]. In the litera-
ture, we find the approach that rests on the calculation of
contributions to the detection index [28-30]. Then in [31],
the authors suggested an approach based on the structuring
of residues. When speaking about the fault isolation by the
PCA technique, we find methods that may be based either
on the distance calculation between the experimental sig-
nature and the different theoretical signatures [25] or on the
projection of an experimental signature on various theoreti-
cal signatures [32].

In our case, we use the fault isolation principle provided
by the PCA to validate the location of each structured
residue [24, 25] in a decentralized architecture. In this study,
a new method for FDI, entitled BG-PCA, in a decentralized
architecture is put forward.

The main purposes in this paper concern residue
generation and FDI in a new approach using BG model
and the PCA method in a decentralized architecture. This
approach respectively uses BG and the probability density
function with the threshold principle for the generation
and detection of residues. Finally, those residues will be
localized by a generation-structured method from PCA.

The advantage of the presented method consists in devel-
oping a methodology that extends the BG-model-based
approach to detect faults and find the cause of a system dys-
function. Moreover, the innovative interest of the presented
paper is to isolate faults, which can affect the physical
process using the PCA technique and the decentralized
architecture. In other words, the fault isolation phase con-
sists in finding how to isolate a fault using both theories.
The performance of the proposed method is evaluated using
a three-tank system. The simulation results show that the
suggested method provides good detection and isolation
performances.

This paper is organized as follows: Sections 2 and 3
give a presentation of the BG theory and PCA method,
in order to develop a new diagnosis approach. After that,
Section 4 details the decomposition problem with the local
fault detection and generation of structured residues from
PCA. In Section 5, simulation results are given to illustrate
the performance of the proposed BG-PCA approach. At the
end, some conclusions are presented in Section 6.
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2 Bond graph theory

Generally, the graph theory approach is used, indepen-
dently, at the system parameter values, to study and analyse
structured systems. This theory necessitates a low com-
putational burden, which allows dealing with large-scale
systems. There are different types of graphical represen-
tations, like Digraph, Bipartite graph, Signed graph and
finally BG. The difference between BG and the other graph-
ical approaches is that the former is directly generated from
the physical system and not from state space equations [33].
In addition, from the BG model, state space equations can
be automatically generated and dedicated software is used
for it.

2.1 Bond graph model and causal path

The concept of the BG modeling technique was introduced
in 1961 by Paynter [34] and formalized by Karnopp et al.
[35] and Breedveld et al. [36]. The BG method is a domain-
independent graphical description of the dynamic behaviour
of different physical systems. Mechanical, hydraulic,
electrical, acoustical, material, and thermodynamic systems
are described in the same way. This method is supported
essentially on energy and on energy exchange. The BG
method is a topological modeling language established
for the power exchange between the components of a
dynamic system, captured in a graphical form. A BG
model is an oriented graph G(S,A), where S represents
the vertices of physical components and edge A represents
the instantaneous power exchanged between nodes. This
modeling technique becomes a suitable tool to handle large-
scale systems. In general, there are two generic power
variables, named effort ¢ and flow f present the energy
exchange link associated with every bond, such that e x f
=power. The set elements {C, I, R} are passive elements,
where C, R and [ are respectively the capacitance, inertial
and dissipation element.

—  C: The physical modeling phenomenon relates effort to
displacement, given in (1), like capacitors, springs, etc.

d
bc - (f(1) = e(®) ey

— I: The modeling phenomenon is related to the
momentum, given in (2), like mass, inductors, etc.

d
¢1 - (f(0) = e(®) @)

— R: The modeling phenomenon relates effort and flow,
given in (3), like electric resistors, diodes, etc.

Pr(f (1) = e(r) 3

The set elements {S,., Sy : Sources} are active ports like
gravity and pumps. The sensors {D,, D s} are essentially the
sources of information.

The latter set of elements {T F, GY, 0, 1} are the junction
elements where T F is the transformer element and GY is
the gyrator element. The O (or 1) junction is used to connect
many submodels with the same effort (flow), and the sum
of the flows (efforts) are equal to zero.

On the other hand, to obtain an efficient result of the
physical behaviour of the system, the computation of the
cause and the effect must be decided systematically [21].
In this context, the causality in BG models is defined by
a perpendicular stroke on each bond. In the BG domain,
aforementioned in Fig. 1, system A imposes an effort e(z)
to system B, which in turn responds with a flow f (¢).

2.2 Residue generation from BG model

Automatically, a great number of methods have been
dedicated for FDI. In the litterature, the FDI methods
can be divided into two significiant categories: qualitative
and quantitative methods [37]. All these methods use the
approach of residual functions. In most of the cases, the
residue which ought to be zero during normal operation is
defined by the difference between an estimated value and a
measured one. In the BG framework, FDI is mainly based
upon ARRs and using algebraic observers [33]. Then this
residue is produced by the ARR.

The ARR relation, Classically, is a constraint relation
derived from an over-constrained system or subsystem [21].
It is defined in terms of only known variables of the process.
From the BG model, the generation of ARR is a hard
computational task and a recursive procedure especially for
non-linear systems [38]. In the mathematical context of BG
modelling, any f function of a set of known variables is as
follows (4):

f(Dt”Df’Se’SfaMseaMSf795u)=0 (4)

where (D,) is the effort sensors, (Dy) is the flow sensors,
(Se) is the effort sources, (Sr) is the flow sources, (M Se) is
the modulated effort sources, (M Sf) is the modulated flow
sources and () is the process parameters.

e(t) :Effort

,-

|
A —1| B

f(t) :Flow

Fig.1 Causality assignment rule
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Generally, in the BG model, the preferred derivative
causality with dualized sensors is utilized to avoid unknown
initial condition problems. In [39], and from the BG models,
by using the causality inversion algorithm, the ARR method
for simple systems was presented. Furthermore, in [19], a
direct method, called DBG, for residue generation from BG
is proposed.

3 PCA-based process diagnosis

Even though the PCA principle appeared in 1889. PCA
research and applications are still very interesting domains
in study [42]. However, PCA has been used in the statistical
process control area for fault detection such as process
monitoring like in Raich and Cinar [40] and MacGregor
et al. [41]. Compared to several methods of dimensional
reduction, this method is more used to a set of variables
that vary linearly [49]. Despite its performance, it cannot
perform suitably for the variations in nonlinear data. To
overcome this problem and reach our objective, the Kernel
PCA (KPCA) is given. The KPCA method can efficiently
compute principal components in high dimensional feature
spaces utilizing integral operators and nonlinear kernel
functions [43]. The main advantage of KPCA is that it
solves an eigenvalue problem without involving a nonlinear
optimization.

The principle of this technique is to project an observed
data matrix to a new high dimensional space, called feature
space and denoted F, with a nonlinear mapping function
¢. Let us consider x(K)=[x1, X2, ..., x,]7 the centered and
reduced data matrix in the input space. The data matrix X
can be decomposed as follows:

X=X+X 5)

where X presents the remaining components and X is the
projection to the principal components. In this part and after
the fault detection, it is necessary to talk about the fault
location. To meet this target, several methods have been
developed in the literature. Concerning the PCA analysis
[44], we find three approaches:

— Location by reconstruction
— Location by calculation of contributions
— Generation of structured residues

In this paper, we use the third approach. The structured
residues are so constructed that each residue is sensitive to
a particular subset of faults. The purpose of this approach
is to obtain a strong isolation for each faut, which permits
locating defective variables. However, we have to express
a theoretical fault signature matrix for the structuring of
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residues, where each residue is sensitive to a particular
subset of faults [24].

4 Decomposition problem

In this section, the FDI method we suggest is composed
of four steps. In the first place, we divide the system in
two subsystems. After that, we generate residues r; for each
subsystem. Next with the probability density, the residues
are evaluated to detect whether a fault exists or not. Finally,
the PCA approach is used to isolate the faulty components.

4.1 Local fault detection

In this section, we will be interested in detecting the defect
as soon as a fault happens, to ensure the demands of
the reliability and safety of systems. Generally, the fault
detection technique plays an important role in many areas,
such as chemical process [45] and mechanical equipment
[46]. Many fault detection methods, in the past decades,
have been developed, and most of them have focused on
nonlinear systems [47]. For a large-scale interconnected
system, it is still a challenging research direction. In the fault
detection step, residues are equal to zero when the process is
in a normal operating mode. Yet on account of measurement
noises, uncertainties, and system interconnections, their
values make variations in a normal and faulty operation
mode. The proposed fault detection method is based on a
decentralized architecture. The local fault detection scheme
suggested in this paper is formed in Fig. 2.

For each subsystem, residues are generated by the BG
model. Using the Bayesian filter, we can avoid the system
noises. Then, the residues are evaluated by the probability
density function and finally detected by the inverted Chi-
square distribution in Fig. 3.

—Interconnections

Subsystem 1 Subsystem 2| .- Subsystem N

Fsub, i 0 Fsub, i Q Uy Fsub, i

Global diagnosis

Fig.2 Decentralized process architecture
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Fig.3 Description of proposed
approach of local detection

Bond Graph model

. Subsystem:
Inputs : Faults Measures Residues
— Sensors, - generation
actuators...
Inputs : Noises Residues+ noises
4
Filtering
Residues
Y
Probability
density
l dk
Outputs : Fault detection
Thresholds Faults —
" Inverted Chi-square >

distribition"

Subsequently, the proposed procedure for residue evalu-
ation for each subsystem is based on the probability density
and filtering. According to these conditions, the detectability
is based on the simple fault structure and requires neither the
generation of the causal schema nor the fault signature ma-
trix. For fault evaluation and detection, firstly, the residues
are generated through the BG model. Afterwards, the resi-
due values are evaluated by the probability density function.
The principle of latter is defined by the Algorithm 1.

Algorithm 1 Probability density

Input: Residues r¢, noise Vi, Number of observations N
Output: di
For (0 <=i <= N) THEN
Likelihood I (i)

N 1 _
(i) = e o
probability density di

dr = —log(lk(i))/N

LT y—1,
3% Vi rk)

END For

With the measurement noise Vj, the likelihood /(i) can
be expressed as follows [48]. The parameter dj determines
the fault detection logic. As shown in Algorithm 1, the
parameter dj, which is the decision rule for fault detection,
is defined by the state probability density information I (7).
To ensure better fault detection, we use the threshold to

evaluate the results. In this part, we will use the probability
density, as well as the thresholds [45] to ensure whether
the residues belong to the defective mode of operation.
Algorithm 2 describes the detection and evaluation theory.
In this step, we can detect the faults within the studied
system. By this principle, the residue measures will be used
in the isolation phase. To indicate the state of normal or
abnormal situation, fault detection is considered a signi-
ficant step. In this section, the abnormal situations are detec-
ted and evaluated fistly the probability density and then by
the threshold.

Algorithm 2 Detection

Input: Probability density D
Output: Threshold 1,threshold 2, detection
a=mean(D)

Threshold 2 =g * chi2inv(0.30, k)

If (threshold 2 < d;) and (d; < threshold 1)
Detection <— False

Else
Detection «— True

End if
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Fig.4 Structure of three-tank system under consideration

Table 1 Various physical parameter values

4.2 Fault isolation: Generation of structured residues

The fault isolation step can be done by several methods. The
most used method by the BG model is the Fault Signature
Matrix (FSM) which can be deduced from the BG model
directly. It is important to underline that this fault signature
matrix presents a problem at the level of fault isolation.
For large-scale systems, many components present the
same signature. In that case, it is difficult to identify the
defect.

Our contribution to this paper is the use of the advantages
of the decentralized architecture with the principle of the
theoretical fault signature matrix defined by the PCA
method. Simply, when each residue is sensitive to a single
fault, we can use the principle of theoretical fault signature
matrix [31]. Then, strong isolation is best adapted by
column structures. In that case, each fault code has the same
number of 0 in a different pattern.

Parameters Value Unit
Diameter of tank T} 0.25 m
Diameter of tank T 0.30 m 5 Experimental results
Diameter of tank T3 0.25 m
Coefficient of valve Vi, Vi1, Va, Va3 0.01 JKgm 5.1 System decription
Density of water 0.01 m3/s
Gravitational constant 9.81 kg.m™! In this section, to improve the effectiveness and feasibility
Density of fluid 1000 Kg/m? of the proposed decentralized adaptive residue generator, we
Flow rates of pump 1 0.00025 m3/s use the three-tank system in Fig. 4.
Flow rates of pump 2 0.00025 m3 /s
Fig.5 DBG of subsystem 1 C R C
Sf1} 0 411 0 1 sf12
1 ——Residu 4
Residu 2
Residu 1<— 1
0 Residu 3
C
Sf1, 0 1 sf12
V'8
1
'R
R
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Table 2 Strongly isolating incidence matrix of subsystem 1

T T Vi Vi
11 0 1 1 1
- 1 0 1 1
31 1 1 0 1
r41 1 1 1 0

This test bench is composed of three tanks, T1, T2 and
T3, of diameters Al, A2 and A3, respectively. Then, the
water level in tanks hl, h2, and h3 is measured by level
sensors. The three tanks are fed by two pumps. Each tank
has a draining valve V;. The communication between tanks
T1 and T2 are through valve Vi, and between tanks T3
and T2 are through valve V;. In the case study, the system
is treated as two subsystems, S; and S>, as demonstrated
in Fig. 4. Each subsystem has two tanks, three valves and
a water pump. Tank T2 and valve V, are common points
between the two subsystems.

The various physical parameters, indicated in Table 1, are
used to determine the BG model process.

5.1.1 BG model of subsystem 1

Taking into account the characteristics of all components
in the process, we elaborate the BG model of subsystem 1

Disturbance dk 1: Tank1 Disturbance dk 2: Tank2

and subsystem 2 in the integral and derivative causality.
The different elements of the process are molded as
follows:

— The tanks are constituted by the storage elements C,

—  The pump are constituted by the flow source SF,

— The valves are constituted by the restriction elements R,
—  All the elements are linked via 0 and 1 junctions.

Furthermore, the coupling between the model in preferred
integral causality and differential causality of susbsytem 1
is given by Fig. 5.

5.1.2 Theoretical structure matrix of subsystem 1

The theoretical fault signature matrix from subsystem 1 is
given by Table 2. Each line of this matrix represents the
structure of the residues, and the columns represent the
signatures of faults. A “0” at an intersection indicates that
the residue does not respond to a fault, while a ’1” indicates
that it does.

Thus, every component, which presents a matrix line,
corresponds to an elimination procedure. In each of the four
partial components, one variable is missing. With the exper-
imental data available, these submodels can be obtained
directly by the state probability density information. For
subsytem 1, strong fault isolation responses are plotted in
Fig. 6. The results are arranged in accordance with the

Disturbance dk 3: Valve v11 Disturbance dk 4: Valve v1

0.0460 0.0461
0.0461
0.0461
0.0460
r1 0.0460 0.0460
0.046 0.046
0.0460 0.0480 - 0.0460
500 1000 1500 2000 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000
- - - 0.0460
0046 0.0460
0.0460
r2 0.0460 ‘ 1
0.0460 0.0460
0.0460
0.0460
0.0460 ’ . : :
0 500 1000 1500 2000 0 500 1000 1500 1500 2000 0 500 1000 1500 2000
0.0462 0.0450 - - -
0.0475
0.0451 0.0460 0047
r3 0.0460
0046 0.0460 0.0485
0.0460 0.046
0.0458 0.0460
0 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000
0.0462 0.0461 0.0461 - - - 0.0480 - : " ‘
0.0461
0.0461 0.0461
r4 0.0460 0.0460 0.0460
0.046 0046 0.045
0.0459 - - - 0.0460 0.0460 0.0450 - : -
0 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000

Iteration Iteration

Fig.6 Example of fault isolation results

Iteration Iteration
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iteration

Fig.7 Results of detection for valve Vi fault

theoretical structure matrix. We find that each row shows
the response of the same residue to the various faults,
while each column is the response of the residual set to a

iteration

particular fault [31]. According to the experimental values,
we see that some of the residues, in each fault situation,

respond whereas the others do not.

Disturbance dk1: Tank1 Disturbance dk2: Tank2 Disturbance dk3: Valve V11) Disturbance dk4: Valve V1
0.0460 0.0461 0.0451 0.0461
0.0461 0.0451 0.0451
rl 00460 0.0460 0.0460 0.0460
0.046 0.046 0.046
0.0460 0.0460 0.0460 0.0460
0 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000
0.0460 0.0450 0.0460
0.0475
0.047
r2 0.0450 0.0460 0.0460
0.0465
0.046
0.0460 0.0450 0.0460
0 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000
0.0462 0.0460 0.0460 0.0460
0.0461
|
r3 0.0480 0.0460 0.0460
0.046
0.0459 0.0460 0.0460 0.0460
0 500 1000 1500 200C 0 500 1000 1500 2000 0 500 1000 1500 2000 500 1000 1500 2000
0.0452 0.0462 0.0460
0.046
0.0461 0.0481
r4 0.0480 l | ll 0.0460
0.046
0.0460 0.046
0.0459 0.0459 0.0460
0 500 1000 1500 2000 0 500 1000 1500 2000k 0 500 1000 1500 2000 500 1000 1500 2000
Iteration Iteration Tteratiom Iteration

Fig.8 Fault responses in Scenario 1

@ Springer



Int J Adv Manuf Technol (2018) 99:517-529

525
Alarm signal r1: $1 Alarm signal r1: S2
051 : 05F i
0 ; ! ) ! ! ; ; I ! " | ! | | ! ! | | |
200 400 600 800 1000 1200 1400 1600 1800 2000 200 400 600 800 1000 1200 1400 1600 1800 2000
Alarm signal r2: $1 Alarm signal r2: S2
i ] . : . : i : : : 1
‘_0.5’ 7 N0.5' 4
) . . . . . . . . . £ 5 ) ! I I ; ; I ! I
Q 200 400 600 800 1000 1200 1400 1600 1800 2000 @ 200 400 600 800 1000 1200 1400 1600 1800 2000
i Alarm signal r3: S1 8 . , Alalrm S|qna| "3f S2 . . .
(/:) 1F T T T T T T T T ] 5!) 1F 4
05f 1 051 1
200 400 600 800 1000 1200 1400 1600 1800 2000 200 400 600 800 1000 1200 1400 1600 1800 2000
Alarm signal r4: S1 Alarm signal r4: S2
0.5F 1 0.5 1
0 ; | I | ! ; I ! 0 ! ! | ! ! ! I I !
200 400 600 800 1000 1200 1400 1600 1800 2000 200 400 600 800 1000 1200 1400 1600 1800 2000
iteration iteration

Fig.9 Results of detection for valve V; fault

5.2 Simulation results

In this section, we present the simulation results of the three-
tank system. The BG model and the theoretical fault signature
matrix from PCA are construted using MATLAB SIMULINK
and MATLAB. Three failure scenarios are simulated.

Disturbance dk1:Tank 1 Disturbance dk2:Tank 2
0

0.0461
0.0460
r1 0.0460
0.046
0.0460 0.0460
500 1000 1500 2000 0 500 1000 1500 2000
0.0460
0.0461
0.0460 0.0460
L 0.046
0.0460
0.0460
0 500 1000 1500 2000 0 500 1000 1500 2000
0.0460
0.0480 W
r3 0.0460 0.0460
0.0460
0.0460
0 500 1000 1500 2000 0 500 1000 1500 2000
0.0460
0.0461
0.0460
r4 0046
0.0460
0 500 1000 1500 20000'04600 1000 1500 2000

Iteration Iteration

Fig. 10 Fault responses in scenario 2

5.2.1 Fault affecting valve V;q

When a bias fault is produced on valve Vi, between
iterations 300 and 1000, only residues 1 and 3 deviate from
their normal values of subsytem 1. The detection module
signals this derivation, as depicted in Fig. 7.
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With the decentralized architecture, the fault is produced
from subsystem 1. To better locate the fault, we use the
theoretical fault signature matrix, given in Table 2, utilizing
the PCA method. From Fig. 8, each row shows the response
of the same residue to the various faults. On the other
hand, each column is the response of the residue is set
to a particular fault. When we just focus in procedure
3, only the third column is identical to theoretical fault
signature matrix presented by Table 2. Fig. 8 demonstrates
that the fault is from valve Vi; and is indicated by the red
circle.

5.2.2 Fault affecting valve V;

A fault is produced on valve V| between iterations 700 and
1200 with a value of 20%. Only residue 4 of subsytem
1 deviates from its normal values. The detection module
signals this derivation, as represented in Fig. 9.

The fault is produced from subsystem 1 thanks to
decentralized architecture. Thanks to the theoretical fault
signature matrix from PCA, we can localise the fault.
Clearly in Fig. 10, some of the residues respond, while the
others do not in each presented default situation. From fault
codes designed for component 4, their presence is possible
to detect. The obtained fault codes are exactly what is
expected, i.e., the simulated behavior at one of the columns
of the theoretical fault signature matrix in Table 2. Then,
the fault from valve V] is indicated by the red circle in
Fig. 10.

Alarm signal r1: S1

Table 3 Strongly isolating incidence matrix of subsystem 2

T3 T V2 Va3
ri2 0 1 1 1
r2 1 0 1 1
r32 1 1 0 1
r42 1 1 1 0

5.2.3 Fault affecting valve Vy3

When a simple fault, which 30%, is produced on valve
Va3 between iterations 1000 and 1700, only residues 4 and
1 from subsystem 2 deviates from its normal values. The
detection module signals this derivation, as illustrated in
Fig. 11.

To validate the fault location, a strong faut isolation
matrix from subsystem 2 is given by Table 3.

For subsytem 2, the fault isolation responses are depicted
in Fig. 12. The fault responses are plotted in Fig. 12, where
each column corresponds to a fault code given in Table 3,
and each row to the same residue 4. The results are arranged
in accordance with the theoretical structure matrix when we
use just residue 4 and we do not have an identical result
for residue 1. The results of the last column of conpoment
4 are arranged as regards the theoretical strong isolation
matrix. Then, the fault is from valve V»3. In summary, the
simulation results are found to be in complete agreement
with the theory.

Alarm signal r1: S2
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Fig. 11 Results of detection for valve V»3 fault
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Fig. 12 Fault responses in scenario 3

6 Conclusions

In this paper, the main interest is to present the FDI
process with the BG and PCA methods in the decentralized
architecture.

At the first time, a BG model in a decentralized process
is put forward. Then the suggested BG is used for local fault
detection. Indeed, we have proposed to use the probability
density function with the threshold principle to ensure the
fault structure. This approach is based in the decentralized
architecture, which helps to frame the place of failure. Its
purpose is to obtain a strong isolation for each fault allowing
the location of defective variables.

The implementation of the localization method is
relatively easy, but it has a drawback, which lies in the
number of necessary tests for the frequent degradation
of the experimental signatures. As a result, the partial
triggering of the tests is linked only to the location property
(highly localizing matrix) but not according to the residue
sensitivity to the faults. However, the improvement of the
decision fault isolation making aims to take a decision
for non-isolable failure or unknown signatures using the
decentralized architecture.

Nevertheless, the procedure of the fault isolation by the
theoretical fault signature matrix from the PCA method is

suggested to identify exactly the faulty component. We first
create a strongly isolating incidence matrix by a theoretical
principle. Second, we compare the practical submodel with
the theoretical fault signature matrix. The proposed BG-
PCA approach shows its efficiency since it is detected in a
decentralized mode to speed up the detection principle and
it is isolated from components’ singles faults in the presence
of noises.

Publisher’s Note Springer Nature remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.
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