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Abstract
Constitutive model plays an important role in finite element (FE) simulation of machining, especially the Johnson-Cook (J-C)
model. Although many researches have completed on modifying the J-C model to improve FE simulation of cutting, the
systematic determination scheme of the added coefficients is heretofore not available. Inverse identification approach presents
a promising advantage on determining constitutive coefficient compared with traditional methods, such as Split Hopkinson
Pressure Bar (SHPB). In this work, a new inverse method based on finite element analysis (FEA) is developed for determining
added J-C coefficients. A modified J-C constitutive model (MJC) including hyperbolic tangent failure function is introduced for
machining titanium alloy Ti-6Al-4V. The determination process of the added coefficients is taken as an optimization problem,
where experimental cutting forces and the added J-C coefficients are considered as the optimization objectives and design
variables, respectively. An FE model of orthogonal cutting titanium alloy Ti-6Al-4V is established on the Deform-2D simulation
platform. The response surface method (RSM) is subsequently used to build the mapping relation of the simulated cutting forces
and the added coefficients. Then, orthogonal cutting experiments are conducted to obtain the objective cutting forces. The firefly
algorithm (FA) is employed to solve the optimization model for the optimal added J-C coefficients. Verification results show that
the identified constitutive model has higher accuracy on predicting cutting forces compared with other models including the
origin J-C model and the Calamaz’s model.

Keywords Constitutive model . Titanium alloy Ti-6Al-4V . Inverse identification . Finite element analysis . Response surface
method . Firefly algorithm

1 Introduction

Machining was one of the most frequently used processes for
industrial workpieces. It was assessed that about 15% of the
worth of mechanical components manufactured around the
world comes from machining [1]. While many aeronautical
materials were hard to machine during industrial processes.
For example, although titanium alloy has become one of the
most widely used materials among the aviation and aerospace
field due to the high heat resistance, high strength, and strong
corrosion resistance, it had a non-negligible problem for

machining on account of its low thermal conductivity, low
elastic modulus, and high chemical reactivity [2].

In order to avoid the economic and technical cost of tedious
experiments, finite element analysis (FEA) is commonly taken
as one of the most effective methods to investigate cutting
mechanism [3]. Therefore, the FE simulation is usually
employed to optimize process parameters and predict cutting
performance. A barrier for FE modeling is the plastic consti-
tutive model of titanium alloy Ti-6Al-4Vat high strain, strain
rate, and temperature. A plenty of empirical statistical models
were proposed by previous researchers, such as the Johnson-
Cook (J-C) model [4], Power law model [5], Zerilli-
Armstrong (Z-A) model [6–8], and Mechanical Threshold
Stress (MTS) model [9], and so on. Among these models,
the J-C model is one of the most commonly used plastic con-
stitutive models for machining [10–14] due to its suitability
for modeling results and simple form. The traditional method
to determine the J-C model parameters is the high-speed com-
pression test, such as the Split Hopkinson Pressure Bar
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(SHPB) test [15]. However, it needs lots of experiments to
obtain high fitting precision, which leads to a high economic
and time-consuming cost. Furthermore, another fatal flaw is
the limited range of strain or strain rate. The available maxi-
mum strain and strain rate value of SHPB test are about 0.5 [1]
and the order of 103 s−1 [16], respectively. Actually, the work-
piece material usually experienced strain of 1 or even higher
and strain rate in excessing of 104 s−1 during machining. The
fitted J-C model by the SHPB test leads to a misunderstanding
on the plastic behavior of titanium alloy Ti-6Al-4V, in which
strain hardening was along with the whole machining process.
Actually, there is obvious stress decline with the increase of
strain when its value exceeded a critical value for titanium
alloy Ti-6Al-4V [17, 18]. Some scholars attributed the stress
drop to the dynamic recovery, recrystallization [19–22], and
temperature softening effect [23]. Others considered the ma-
terial failure mechanism due to microcrack and voiding in the
primary shear band as the additional inducement [15, 24].

In order to reflect the changes of flow stress, numerous
scholars carried out researches. Calamaz et al. [1] proposed
an improved J-C model of titanium alloy Ti-6Al-4V, which
includes the dynamic recrystallization. They added a new term
to the original J-C equation and used the hyperbolic tangent
function to capture the strain softening phenomenon.
Subsequently, they made a further improvement by incorpo-
rating the temperature and strain rate effect [25, 26]. Sima and
Özel [23] proposed an improved temperature-dependent flow
softening J-C model. They deemed thermal softening effect
was stronger than strain hardening effect and the strain rate
sensitivity declined with the increase of strain. Karpat et al.
[27] developed an improved material model of titanium alloy
Ti-6Al-4V based on micromechanical constitutive model.
They added an additional term into the existing model to re-
flect strain softening phenomenon, which is similar to the
Calamaz’s model. Then, they determined the additional pa-
rameters through single factor method. Andrade et al. [28]
introduced a new term to the original J-C equation to describe
the flow stress of titanium alloy Ti-6Al-4V when the temper-
ature exceeded the recrystallization temperature. But this
modified model is limited to a low strain range. Liu et al.
[18] enlarged the application scope of strain range using a
strain-based piecewise function. Subsequently, they [17] built
another similar piecewise constitutive equation of titanium
alloy Ti-6Al-4V, where they took the recrystallization temper-
ature as the demarcation point. Researches [1] [28] showed
the hyperbolic tangent function could be used to reflect the
flow stress softening of titanium alloy Ti-6Al-4V. Although
the J-C model was generally improved, the modified parame-
ters of improved models did not be determined systematically.
The methods of confirming modified parameters were SHPB
test [18], single factor screening approach [23], simple search
algorithm [15], and the nonlinear regression analysis based on
Oxley’s orthogonal cutting theory [29] in the previous studies.

These methods were too simple to obtain the optimal param-
eters combination. And these methods still needed to be fur-
ther improved.

Inverse approach based on FEA is a low-cost and effective
way to determine modified parameters of material constitutive
equation. In this paper, a reverse approach by integrating FEA
with response surface method (RSM) and the firefly algorithm
(FA) is proposed to determine the modified J-C constitutive
parameters. The specific works are as follows. A modified
flow softening model of titanium alloy Ti-6Al-4V is devel-
oped in Section 2. It considers dynamic recovery, recrystalli-
zation mechanisms, and failure mechanisms, and so on. An
inverse approach is subsequently displayed. In Section 3, the
RSM is used to relate the cutting forces to the modified J-C
parameters. Then, FA is employed to search the optimal level
of the added J-C coefficients. The orthogonal cutting experi-
ments are conducted to verify the proposed J-C constitutive
model in Section 4. Finally, it concludes with a summary of
this research in Section 5.

2 Modified Johnson-Cook equation
and determination procedure

The J-C constitutive model is widely used to reflect the plastic
deformation behavior at high pressure and temperature, espe-
cially for machining. The original J-C equation is defined as a
combination of three function proposed by Johnson and Cook
(1983) [30] as shown in Eq. (1). Although it simultaneously
considers the influence of strain, strain rate, and temperature
on flow stress, it neglects the coupling effect.

σ ¼ Aþ Bεnð Þ 1þ C ln 1þ ε̇
ε̇0

� �� �� �
1−

T−Tr

Tm−Tr

� �m� �
ð1Þ

where A, B,C, n, andm are empirical constants, which present
the yield stress, hardening modulus, strain rate sensitivity,
hardening factor, and thermal softening factor, respectively,
σ is equivalent flow stress, ε is equivalent plastic strain, ε̇ is
equivalent strain rate, ε̇0 is reference strain rate, T is workpiece
material temperature, Tr is room temperature, and Tm is the
melting point of workpiece. The first square bracket term rep-
resents strain hardening in J-C equation. The second square
bracket term shows that flow stress increases with increase of
the strain rate. The last square bracket term reflects thermal
softening phenomenon.

The flow stress increases with the increase of the
strain [25]. As reviewed above, thermal softening, the
microcrack, and dynamic recrystallization could result in
the obvious flow softening during cutting. Researchers
developed some improved J-C models to describe this
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behavior. Among these models, the Calamaz’s models
are typical representative [1, 25, 26]. Calamaz took a
critical strain value as the watershed between strain

hardening and flow softening. In this paper, a similar
MJC model is proposed based on the previous works
as shown in Eq. (2).

σ ¼ Aþ Bεn
1

exp εað Þ
� �� �

1þ Cln
ε̇
ε̇0

� �� �
1−

T−Tr

Tm−Tr

� �m� �
Dþ 1−Dð Þ tanh

1

εþ P

� �� �s� �

D ¼ 1−
T
Tm

� �d

;P ¼ T
Tm

� �b

8>><
>>: ð2Þ

where a, b, d, and s are positive material constants,
respectively.

In the first square bracket, the exponential function term is
introduced to reflect the flow softening phenomenon caused
by the microcracks under the large strain. The fourth term is
used to describe the flow softening behavior induced by the
temperature rise. And the hyperbolic tangent function is
employed to describe the flow softening behavior induced
by the temperature rise under the small strain.

Figure 1 compares the proposed MJC model with the J-C
model. The parameters a and s are used to correct the drop
slope of the stress-strain curve, which represent the degree of
stress softening. Parameters D and P are introduced to de-
scribe effect of dynamic recrystallization and recovery mech-
anisms on flow stress. Parameters b and d are used to get the
different levels of softening [1].

The inverse algorithm routine is shown in Fig. 2. The RSM
based on the values of FE simulations is carried out to deter-
mine the correction parameters of theMJC constitutive model.
Firstly, the four modified parameters are taken as design fac-
tors. And the cutting forces obtained from the FE simulations

are taken as the response values. In RSM, CCD (central com-
posite design) is widely used due to its flexibility and service-
ability as sequential design of experiments. So, the CCD is
adopted for the experiment design in this paper, as shown in
Table 4. Parameters A, B,C,m, and n [25] are kept constants in
order to preserve the flow stress at zero strain, the strain rate,
and temperature effects compared to the original J-C model,
respectively [31]. The parameter ranges come from the previ-
ous researches [1, 27]. Then, the FE simulations of orthogonal
machining are conducted according to the CCD. Main cutting
force and feed force can be obtained from the post-processor
of Deform/2D. Thus, the response model between the cutting
forces and the design factors is established using RSM. Based
on the orthogonal cutting experiment, the process of determin-
ing the four modified parameters is taken as the parameter
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Fig. 1 Original and modified J-C model of titanium alloy Ti-6Al-4V
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Fig. 2 Algorithm routine for determining added J-C coefficients
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optimization process. The FA is introduced to seek the optimal
solution of modified parameters. Finally, cutting force exper-
iments are conducted to verify the effectiveness of the pro-
posed model.

3 Reverse analysis for added J-C coefficients
of titanium alloy Ti-6Al-4V

3.1 Cutting force modeling

3.1.1 Finite element model of orthogonal cutting

The 2D finite element model (FEM) of orthogonal cutting
titanium alloy Ti-6Al-4V is established on DEFORM-2D
V10.2 platform. The workpiece of titanium alloy Ti-6Al-4V,
rectangular block 4.5 mm× 1.05 mm× 0.10 mm, is defined as
an elasto-plastic body. Its mechanical properties at room tem-
perature are shown in Table 1. The workpiece is meshed with
5000 linear quadrilateral elements with four integration points.
The uncoated carbide cemented carbide cutter is defined as a
rigid body andmeshedwith 5000 linear quadrilateral elements
with four integration points. The geometries of cutter are set as
rake angle of 12.62°, relief angle of 7.36°, and edge radius of
30 μm, respectively. And temperature-dependent physical pa-
rameters of workpiece material are input into Deform/2D pre-
processor as shown [31] in Table 2.

The constitutive data generated through the material iden-
tification process is used to model the flow stress behavior of
the workpiece under the combined effect of strain, strain rate,
and temperature. The parameters of the original J-C constitu-
tive model A, B, C, n, and m are given in Table 3 [25].

Considering the adhesion of workpiece material to the cut-
ter for machining titanium alloys, two contact models between

cutter/chip interface, including coulomb contact model and
shear contact model, are used to model the contact behavior.
As shown in Eq. (3), the shear model is used for harsh contact
conditions, while the coulomb model is used to describe slight
contact behavior.

m ¼ τ=k shear model
μ ¼ τ=σn coulomb model

�
ð3Þ

where τ is the shear stress, k is the shear flow stress of material,
σn is the normal stress.

The friction between cutter and workpiece is defined by
three spaced contact areas, as shown in Fig. 4. The shear
friction coefficient used in the adhesive area from the tip to
the tangent point of the workpiece and the cutter is set as 1.
The shear friction coefficient is set as 0.85 from the tangent
point to the uncut area. The remaining area of the rake face is
very mild contacting with the chip, and the coulomb friction
coefficient of the coulomb model with 0.5 is sufficient to
describe the sliding contact.

The workpiece and cutter edges far from the cutting zone
are retained at room temperature T0 is 20 °C. The heat transfer
coefficient h is set as 105 kW/m2 °C to accelerate the temper-
ature rise [32]. The thermal convection coefficient with the
external environment is 0.02 W/m2 k. Through mesh win-
dows, a dense mesh is maintained in the cutting zone and in
the newly generated surface. The workpiece consists of sev-
eral areas with varying element edge size, ranging from
0.0025 mm at the top 10% of the workpiece and 0.0075 mm
at between 10 and 30% of the workpiece to 0.07 mm at the
rest. A similar approach is adopted for cutter, and elements are
from 0.0167 mm near the tip to 0.125 mm at the rest in Fig. 3.
An interference depth of 0.008 mm is implemented as an
automatic remeshing criterion for the workpiece. Remeshing

Table 1 Mechanical properties of
titanium alloy Ti-6Al-4V Tensile strength

(MPa)
Yield strength
(MPa)

Elastic modulus
(GPa)

Expansion
(m/m/k)

Density
(kg/m3)

Poisson’s
ratio

950 820 113.8 8.6e−6 4430 0.342

Table 2 Thermal-mechanical
properties of titanium alloy Ti-6Al-
4V

Elastic modulus (E) (MPa) α (mm/mm°C) λ (W/m°C) Cp (N/mm2°C)

0.7412 T + 113,375 3 × 10−9 T + 7 × 10−6 7.039e0.0011T 2.24 e0.0007T

Table 3 J-C model parameters
A (MPa) B (MPa) C n m Tm (K) Tr (K) ε̇0 (s

−1)

724.7 683.1 0.035 0.47 1.0 1877 293 10−5
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follows the defined mesh grading strategy throughout the
simulation.

During the FE simulations, the cutting cutter moves rela-
tive to the fixed workpiece. The cutting width is set as 1 mm in
default in Deform/2D. The feed rate ( f ) and cutting speed (v)
are set as 0.10 mm/rev and 50 m/min, respectively. After
reaching the desired stroke, cutting forces are then obtained
from the post-processor (Fig. 4).

3.1.2 Response surface model of cutting force

In order to establish the relationship between added J-C pa-
rameters and cutting forces, an efficient experimental design
method is needed. RSM includes the design of experiments,
modeling, and the evaluation of relationship between con-
trolled factors and optimum conditions. It is successfully ap-
plied in the optimization problems [33, 34]. Moreover, CCD
of RSM can simultaneously analyze all levels and its simple
calculation [35, 36]. In this work, four independent variables
are researched at three levels in Table 4. And 28 experiments
are screened to run as shown in Table 5. Then, insignificant
ones are removed in order to obtain the more suitable factor
combination. a, b, d, and s are selected as the design factors
(independent variable X), denoted as X1, X2, X3, X4,

respectively. The ranges of a, b, d, and s are selected according
to the previous researches [1, 27]. The ranges are bounded in
0.01 and 6 as shown in Table 4. There is no need to expand the
upper boundary of the parameters. Test factor codes and levels
are also shown in Table 4. The relationships between the re-
sponse values and the independent variables are fitted by
third-order response surface equations, as shown in Eq. (4).
Among Eqs. (5) and (6), FX refers to the main cutting force Fc,
which parallels to the Z direction of lathe. And FY refers to
trust force Ft paralleling to the Z direction of lathe as intro-
duced in Section 3.2.

Y ¼ β0 þ ∑
4

i¼1
βiiixi

3 þ ∑i∑ jxi
2x j þ ∑i∑ jβijjxix j

2

þ ∑i∑kβiikxi
2xk þ ∑i∑kβikkxixk

2

þ
∑ j∑kβjjkx j

2xk þ ∑ j∑kβjkkx jxk
2

þ ∑i∑ j∑k i≠ j≠kð Þβijkxix jxk þ e x1;x2;x3;x4;
� �

ð4Þ

where β0 is constant term; xi, xj, and xk are independent vari-
ables; βiii, βiij, βijj, βiik, βikk, βjjk, βjkk, and βijk are regression
coefficients of the one degree, two degree, three degree, and
interaction items; and e is error. The experimental design
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Fig. 3 FE model of orthogonal
cutting
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Fig. 4 Meshing scheme of
workpiece and cutter
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scheme generated by Design Expert V8.0 is shown in Table 5.
In order to guarantee the prediction accuracies of cutting

force models, variance verifications of models are conducted
by ANOVA as shown in Table 6. The computed FX model F
values of a (112.69), b (18.73), d (361.69), and s (0.69)
imply that the FX model is significant, and the chance
of a model F value this large is only 0.01% due to
noise from Table 7. The P value of FX prediction model
is lower than 0.0001. It indicates that this prediction

model is extremely significant. The P value of lack of
fit is 0.2565 (> 0.05). It indicates that the lack of fit of
FX prediction model is not significant. The correlation
coefficient is R2 = 0.9976 and adjustment coefficient is
AdjR2 = 0.9941, which indicates FX predictive model
has a high degree of fitting. Therefore, it can effectively
predict the cutting force of X direction. Similarly, the F
value of FY prediction model is 144.06, P < 0.0001. The
P value of lack of fit is 0.6114 (> 0.05). The correlation
coefficient R2 is 0.9953 and adjustment coefficient
AdjR2 is 0.9883. It can be ensured that FY predictive
model also has a high degree of fitting.

According to the reference [5] and factor significance
analysis, non-significant items are deleted from the cu-
bic polynomial equations as shown in Eqs. (5) and (6).

Table 4 Variables and their ranges

Factor codes Name Levels

− 1 0 + 1

X1 a 0.10 3.05 6.00

X2 b 0.10 3.05 6.00

X3 d 0.10 3.05 6.00

X4 s 0.10 3.05 6.00

Table 5 Center compound design and simulated cutting forces

Order a b d s FX FY

1 0.10 0.10 0.10 0.10 381.800 148.818

2 6.00 0.10 0.10 0.10 289.349 128.477

3 0.10 6.00 0.10 0.10 392.254 149.023

4 6.00 6.00 0.10 0.10 300.493 130.649

5 0.10 0.10 6.00 0.10 444.620 175.354

6 6.00 0.10 6.00 0.10 318.360 133.544

7 0.10 6.00 6.00 0.10 449.806 175.035

8 6.00 6.00 6.00 0.10 317.882 134.305

9 0.10 0.10 0.10 6.00 107.458 67.698

10 6.00 0.10 0.10 6.00 94.307 60.655

11 0.10 6.00 0.10 6.00 134.358 88.111

12 6.00 6.00 0.10 6.00 132.485 91.829

13 0.10 0.10 6.00 6.00 452.106 175.565

14 6.00 0.10 6.00 6.00 319.318 134.816

15 0.10 6.00 6.00 6.00 449.689 176.357

16 6.00 6.00 6.00 6.00 317.265 133.343

17 0.10 3.05 3.05 3.05 449.610 175.897

18 6.00 3.05 3.05 3.05 319.308 133.698

19 3.05 0.10 3.05 3.05 313.761 135.628

20 3.05 6.00 3.05 3.05 312.691 136.035

21 3.05 3.05 0.10 3.05 132.171 89.548

22 3.05 3.05 6.00 3.05 313.069 135.848

23 3.05 3.05 3.05 0.10 312.979 135.433

24 3.05 3.05 3.05 6.00 312.751 135.537

25 3.05 3.05 3.05 3.05 312.566 135.795

26 3.05 3.05 3.05 3.05 319.626 140.769

27 3.05 3.05 3.05 3.05 282.000 153.000

28 3.05 3.05 3.05 3.05 318.641 139.209

Table 6 Factor significance examination

Independent variable Standard error F value P value

FX X1 1.56 112.69 < 0.0001

X2 1.56 18.73 0.0012

X3 4.69 361.69 < 0.0001

X4 4.69 0.69 0.4252

X1X3 1.66 14.08 0.0032

X1X4 1.66 6.22 0.0298

X2X3 1.66 18.58 0.0012

X2X4 1.66 7.99 0.0165

X3X4 1.66 1018.14 < 0.0001

X1
2 3.95 71.72 < 0.0001

X3
2 3.95 349.15 < 0.0001

X4
2 3.95 8.73 0.0131

X1X3X4 1.66 6.00 0.0322

X2X3X4 1.66 7.25 0.0209

X1
2X3 4.97 21.73 0.0007

X1
2X4 4.97 99.41 < 0.0001

FY X1 0.62 205.84 < 0.0001

X2 1.86 0.29 0.6038

X3 0.62 872.89 < 0.0001

X4 1.86 0.33 0.5796

X1X2 0.66 1.60 0.2320

X1X3 0.66 48.78 < 0.0001

X1X4 0.66 15.49 0.0023

X2X3 0.66 57.84 < 0.0001

X2X4 0.66 42.15 < 0.0001

X3X4 0.66 424.50 < 0.0001

X1
2 1.43 63.32 < 0.0001

X3
2 1.43 106.11 < 0.0001

X1X3X4 0.66 8.09 0.0160

X2X3X4 0.66 38.84 < 0.0001

X1
2X2 1.98 8.53 0.0139

X1
2X4 1.98 40.45 < 0.0001
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FX ¼ þ363:99470−82:55987aþ 1:53692bþ 56:63997d

þ 5:27642adþ 12:73986as
−

0:29063bdþ 1:06887bsþ 7:09114ds

þ 12:49094a2−8:48471d2 þ 1:34146s2

−
0:15820ads−0:17391bds−0:90305a2d−1:93151a2s

ð5Þ

FY ¼ þ143:87617−16:20602aþ 13:01360d−0:30597ad

þ 3:50607as−0:087899bd

þ 0:97893bs
þ

2:26940dsþ 2:11787a2−1:69660d2−0:072973ads

−0:15988bdsþ 0:22479a2b−0:48945a2s

ð6Þ

Table 7 Variance analysis of
response surface model Sources of variation Sum

of squares
Degree
of freedom

Mean value F value P value

FX Model 201,600 16 12,600.09 286.56 < 0.0001
Residual 483.67 11 43.97
Lack of fit 417.81 8 52.23 2.38 0.2565
Pure error 65.86 3 21.95
Total 202,100 27
R2 = 0.9976, AdjR2 = 0.9941

FY Model 15,995.76 16 999.73 144.06 < 0.0001
Residual 76.34 11 6.94
Lack of fit 53.42 8 6.68 0.87 0.6114
Pure error 22.91 3 7.64
Total 16,072.09 27
R2 = 0.9953, AdjR2 = 0.9883
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Figures 5 and 6 show the effect of added J-C coefficients
on cutting forces FX and FY, respectively. Figure 5(a, b)
shows that the FX value response was obtained from a and d
andb andd, respectively.Thedecreasing effect ofdonFX can
be justified by improving a, and thus decreasing the impor-
tance of d. Similarly, the decreasing effect of d on FX can be
justified by improving b. So, the optimum region to obtain
theminimumFX is at theupper limits of variables. Figure5(c)
shows the relation between theFXvalue and parameters s and
d. The increasing effect of s onFX can be justified by decreas-
ing d, and thus decreasing the importance of s. It can be
inferred that the optimum area to obtain the minimum FX is
at the under limits of variables. Figure 5(d) shows that the
increasing effect of a on FX is decreased by improving s.
Figure 5(e) shows that the coupling effect of b and s on FX

is negligible. FromFigure 6(a),d shows positive effect onFY,
a shows positive effect, then shows negative effect on FY. b
shows negative effect onFY fromFig. 6(b). It can be obtained
that fromFig. 6(d), s shows negative effect onFY. In Fig. 6(e),
all variables show positive effect on FY. In Fig. 6(f), b shows
positive effect on FY, while a shows negative effect at the
beginning, then shows positive effect on FY. Obviously, d
has the most significant effect in addition to b with slighter
effect from Fig. 6.

3.2 Optimized process

3.2.1 Experiment procedure

The experiments of orthogonal cutting titanium alloy Ti-
6Al-4V are conducted on HK63 CNC under dry cutting
condition. The workpiece disk is obtained with cylindri-
cal specimen with diameter of 160 mm and length of
70 mm. Sharp and coated cemented carbide inserts
(SECO-LCMF-160404-0400-FT, CP500) are used,
which are mounted on a left-hand holder. And the real
working angles of cutter are determined from reference
[37]. The working rake angle and the working relief
angle are 12.62° and 7.36°. Additionally, a new cutting
edge is employed to avoid the effect of cutter wear on
cutting edge for each experiment.

The workpiece disk is pre-grooved to prefabricate con-
vex plates with width of 2.0 mm for orthogonal cutting as
shown in Fig. 7. The cutting force test system is consisted of
Kistler force dynamometer (type 9255B), Kistler multi-
channel charge amplifier (type 5080A), dynamic data ac-
quisition, processing system (Strtust STG), and data pro-
cessing soft (DEWEsoftx7.1). The average cutting forces
of stable cutting section are selected and calculated as the
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results for the inverse work and verification. And the aver-
age cutting force of three tests is taken as the final result.

The cutting speed is set as 50 m/min and the feed is
0.10 mm/rev. The measured main cutting forces FX and feed
force FY are 225.51 and 137.46 N, respectively. And the cor-
responding resultant force FExp is 264.10 N.

3.2.2 Optimized results

The optimization model is established with the cutting force
prediction models and corresponding measured results as
shown in Eq. (7).

Find : a; b; d; sð Þ
Max : ε ¼ − FX

2 þ FY
2

� �0:5−FExp

			 			
Subject to :

amin≤a≤amax

bmin≤b≤bmax

dmin≤d≤dmax

smin≤s≤smax

8>><
>>:

ð7Þ

After determining the optimization model based on the
experimental resultant force FExp, FA is applied to obtain
the optimal solution of modified parameters. FA, proposed
by yang [38], is a nature-inspired metaheuristic algorithm
based on a firefly’s behavior. The main idea of flashes pro-
duced by a firefly is to attract mating partners. FA has been
applied more and more extensively. Although it is similar to
the Particle Swarm Optimization (PSO) and others’ algo-
rithms based on the swarm intelligence, it is simpler not only
on concept but also implementation [39, 40]. And the most
important thing is that FA is more efficient than other tradi-
tional algorithms, such as Genetic Algorithm (GA) [41].

In this paper, FA is adopted to search the optimal
values of added J-C parameters. And the algorithm is
performed on Matlab2012a platform with an Intel(R)
Core(TM) i5-3450 CPU @ 3.10 GHz processor. In this
optimization process, the set values of the control pa-
rameters are listed as follows. The number of fireflies is
set as 500, which can better improve the effect of indi-
vidual numbers on the decision domain. The light ab-
sorption coefficient γ is 1. The attraction of light β0 is
1 (the maximum attraction constant). The initial fluores-
cein I0 is 5. The step length is set to 0.05 and the
maximum number of iteration is 200. The other input
parameters are set as follows: density 4430 kg/m3, spe-
cific heat 565 J/(kg k), coefficient of heat conduction
between cutter and workpiece is 6.6 W/(m2 k) [26],
melting temperature 1877 K, reference temperature
297 K, reference strain rate 10−5 [42]. The original J-
C parameters A, B, C, m, and n are given in Table 3.
The termination error of the iterative process is 10−5.

The optimization result is shown in Fig. 8. This optimiza-
tion process confirmed that the FA has ability to achieve con-
vergence rapidly with small error (2.11%). With the termina-
tion criterion defined by Eq. (7), the global optimum solution
is found within 200 generations. Only 283.47 s is taken to
accomplish the whole search process.

The optimization results are a = 3.7758, b = 1.3247, d =
0.9076, and s = 2.6195. Therefore, the modified J-C model
of titanium alloy Ti-6Al-4V is given in Eq. (8).

Workpiece

DynamometerData collection system

a

Tool
Chip

V

Workpiece
p
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σ ¼ 724:7þ 683:1ε0:47
1

exp ε3:7758ð Þ
� �� �

1þ 0:035ln
ε̇

10−5

� �� �
1−

T−293
1584

� �� �
Dþ 1−Dð Þ tanh

1

εþ P

� �� �2:6195
" #

D ¼ 1−
T

1877

� �0:9076

;P ¼ T
1877

� �1:3247

8>>><
>>>:

ð8Þ

4 Verification

Four verification experiments are conducted to confirm the
prediction accuracy of FEM with the proposed MJC model.
The feed rate was fixed at 0.1 mm/rev when the cutting speed
is set as 20, 40, 60, and 80m/min, respectively. FE simulations
with different constitutive models, including the proposed
modified J-C model, Calamaz’s model, and original J-C mod-
el, were performed on the software platform Deform2D 10.2.
Meanwhile, orthogonal cutting experiments were carried out
under the same cutting conditions.

The measured and simulated cutting forces are shown in
Fig. 8. It can be obviously observed that the measured main

cutting force changes from 201.9 to 224.6 N and the feed force
ranges from 124.7 to 139.1 N. On the whole, the J-C model
yields larger cutting forces while the modified J-C models
have smaller values. The results show that the proposed
MJC model has the highest prediction accuracy on cutting
forces among the three constitutive models. The total average
prediction error for the proposed MJC model, Calamz’s mod-
el, and the J-C model is 10.38, 13.04, and 44.60%, respective-
ly. The prediction error of the proposed MJC model is 10.74,
11.49, 8.35, and 10.90% in sequence for the four verification
experiments. It indicates that the proposed constitutive model
improves the prediction accuracy of FEM simulation. From
Fig. 9 (a) and (b) it can be also found that the prediction error
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of the proposed MJC model on main cutting force is smaller
than that of feed force for the first two experiments. But the
contrary is the case for the remaining two experiments, as
shown in Fig. 9 (c) and (d). It indicates that there is a slight
change on the prediction error with the increasement of cut-
ting speed. That could be induced by adopting fixed friction
coefficient for the FEM simulations and can be improved by
using friction coefficient of velocity dependence. The consis-
tency of cutting forces between experiments and simulations
indicate the feasibility of the proposed inverse determination
method of constitutive models of titanium alloy Ti-6Al-4V.

5 Conclusions

The origin J-C constitutive model often leads to deviation
between finite element simulation and experiment.
Modifying the J-C model by introducing hyperbolic tangent
failure function is a promising way to improve the simulation
precision of machining. The current work develops a new
inverse procedure based on finite element analysis to identify
the improved J-C model for machining titanium alloy Ti-6Al-
4V. The variance analysis proves the effectiveness of the re-
sponse surface method on relating the cutting forces with the
added coefficients. A new modified J-C model of titanium
alloy Ti-6Al-4V is subsequently obtained. Verification exper-
iments demonstrate the effectiveness and advantages of the
inverse identification method. A significant improvement is
found on predicting cutting forces using FE simulation. This
inverse approach could also be extended to other metal mate-
rials for cutting process.
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Appendix

Notation

a Material constant
b Material constant
d Material constant
f Feed
h Heat transfer coefficient(kW/m2°C)
m Thermal softening factor
n Hardening factor
rs Visible range of the firefly
s Material constant
v Cutting speed (m/min)
A Yield strength (MPa)
B Hardening modulus (MPa)

C Strain rate sensitivity
CP(T) Heat capacity of workpiece (N/mm2C)
E(T) Young modulus of workpiece (MPa)
Fc Main cutting force (N)
Ft Feed force (N)
T Temperature of workpiece material (k)
T0 Reference temperature (°C)
Tm Melting temperature of workpiece material (k)
Tr Reference temperature (k)
Xi Each firefly
Yi Fluorescein value
σ Equivalent flow stress (MPa)
σn Normal stress (MPa)
ε Equivalent plastic strain
ε̇ Equivalent strain rate (s−1)
ε̇0 Reference strain rate (s−1)
ρ Workpiece density (kg/m3)
α Rake angle (rad)
α(T) Thermal expansion of workpiece (mm/mmC)
τ Shear stress (MPa)
μ Friction coefficient
λ Ratio of inlet thickness to primary thickness
λ(T) Thermal conductivity of workpiece (W/mC)
δ Error
σn Normal stress
τ Shear stress
k Shear flow stress of material
β0 Constant term
γ Light absorption coefficient
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