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Abstract
It is well known that the direct measurement of temperature distribution at the tool-chip interface in a machining process is
difficult to accomplish. Thus, this paper provides an on-line inverse technique to estimate the temperature field at the tool-chip
interface of a turning tool, using temperatures measured at some sensor-accessible locations. A sequential Tikhonov regulariza-
tionmethod (STRM) is proposed to determine the transient heat flux imposed at the tool-chip interface, by solving an inverse heat
conduction problem (IHCP). Then, the temperature field at the tool-chip interface is computed by solving the three-dimensional
non-linear thermal model, with a method combining Duhamel’s superposition theorem with the finite element method. The
procedure proposed shows a superiority in on-line applications due to its high computational efficiency and independence of
future measurements. A comparison of the STRM with several other inverse methods in the literature was made through
numerical tests. Experimental cutting tests on Ti-6Al-4V titanium alloy were done to validate the thermal model and method.
Both numerical and experimental tests show that the proposed method can provide an efficient and easy-to-implement strategy
for on-line temperature field monitoring of machine tools.

Keywords Inverse heat conduction problem . On-line tool state monitoring . Sequential Tikhonov regularization . Tool-chip
interface temperature

Nomenclature
J Functional
q Heat flux (W/m2)
T Temperature (°C)
T0 Initial temperature (°C)
T∞ Ambient temperature (°C)
Y Measured temperature (°C)
S Boundary surface
k Thermal conductivity (W/m°C)
c Specific heat capacity (J/kg°C)
ρ Density (kg/m3)
h Convective heat transfer coefficient (W/m2°C)
t Time coordinate (s)
tf Final time (s)
k Time step index

x, y, z Space coordinate (m)
i Spatial index
M Number of sensors
m Sensor index
r Number of future measurements
f Feed rate (mm/rev)
vc Cutting speed (m/min)
ap Depth of cut (mm)
σ Standard deviation
α Regularization parameter
φ Unit step temperature response
Δφ Sensitivity coefficients

1 Introduction

On-line temperature monitoring of cutting tools during metal
cutting process has been of interest for a long period because it
helps to increase tool’s lifetime, reduce products cost, and
improve part quality. In machining processes, the energy
caused by friction and plastic deformation is mainly converted
into heat which dissipates into the newly deformed chip, the
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workpiece, and the cutting tool. Basically, three regions of
heat generation can be distinguished: the primary deformation
zone, the tool-chip interface, and the tool-workpiece interface.
Temperature rise in the tool is the combined effects of these
heat sources and is determined by the distribution of heat flux
at the contact area of the tool. The tool-workpiece interface
heat source can be neglected if a sharp tool is used [1]. The
heat conducting into the tool converges into the small tool-
chip interface region, leading to a high local temperature field
and a large temperature gradient in this region, which signif-
icantly affects the tool wear, workpiece surface quality, and
chip formation mechanics. Therefore, there is an increasing
demand to measure this tool-chip interface temperature field
precisely and on-line.

As one of the most difficult tasks in metal cutting opera-
tions, temperature field measurement or estimation of cutting
tools draws substantial attentions from researchers. Many ex-
perimental methods have been introduced to measure tool
temperatures directly, such as the embedded thermocouple
[2], tool-work thermocouple [3, 4], infrared imaging [5, 6],
and thin film sensors [7]. A review of these direct measure-
ment methods can be found in [8]. However, only average
temperature or temperature field distant from the tool-chip
interface can be obtained, because of the difficulties caused
by the movement of the workpiece, the chip obstacles, and the
small contact area.

Many theoretical methods, including two-dimensional
analytical treatments [9, 10] and numerical methods, such
as the finite difference method [1], the finite element
method [11, 12], and the boundary element method [13]
have been developed to calculate or simulate the tool-chip
interface temperature field. Zhang et al. [10] developed an
analytical model to investigate coated cutting tool rake
face temperature distribution, where an explicit rake face
temperature prediction model was successfully applied.
However, the analytical models are usually based on
many simplifying assumptions, which affect the accuracy
of calculation for complex tool geometry and non-linear
models. The numerical simulations [1, 11–13] are rarely
applied in on-line applications because of the low compu-
tational efficiency. Furthermore, boundary conditions of
the thermal model are usually not known precisely, such
as the heat flux flowing into the tool-chip interface.

In recent years, the studies of inverse heat conduction prob-
lem (IHCP) have offered convenient alternatives to obtain
accurate heat flow or temperature distribution in machining
processes. Generally, estimating the heat flux flowing into the
cutting tool using temperatures measured at some sensor-
accessible locations is called an “inverse heat conduction
problem (IHCP),” while computing the temperature field by
solving the thermal model with the already known heat flux is
called a “direct heat conduction problem (DHCP).” The IHCP
is a mathematically “ill-posed” problem, which is extremely

sensitive to measurement errors, and the main challenge of the
IHCP is how to stabilize or regularize the result [14].

Yen et al. [15] firstly developed an inverse estimation
scheme based on an analytical one-dimensional elliptical
model and their model is relatively simple with well-defined
tool geometry and boundary conditions. Similar works were
carried out by Stephenson [16] and Kwon et al. [17]. Lavisse
et al. [18] determined grinding heat flux distribution success-
fully by using the inverse heat transfer method based on the
steady-state temperature distribution expression. In these ana-
lytical inverse works [15–18], the thermal model geometry
and boundary conditions have been simplified to some extent,
which are generally thought to be inappropriate to describe the
real heat conduction in machining, especially when the ther-
mal model’s non-linearity and irregular shape of the tool-chip
contact boundary are considered.

Iterative regularization methods have been applied for
complex three-dimensional thermal models [19–22].
Carvalho et al. [19] developed a three-dimensional inverse
algorithm in transient conditions for heat flux and cutting
temperature estimation. The direct problem was solved
numerically by the finite volume method while the in-
verse problem was solved using the golden section tech-
nique. Huang et al. [20] applied the steepest descent
method in determining the surface heat fluxes on the cut-
ting edges of cutting tools. Liang et al. [21] utilized a
three-dimensional inverse heat conduction procedure
based on the golden section technique to investigate the
quantitative tool-chip interface temperature of the heat
pipe cutter. Liang et al. further their study in [22] to de-
termine the steady-state tool-chip interface temperature in
dry turning based on the conjugate gradient method. The
estimation accuracy has been significantly improved by
these iterative inverse methods; however, low computa-
tional efficiency still limits their application in on-line
requirements.

More recently, several intelligent algorithms are also used
to solve IHCP in machining. Wei et al. [23] established a
dynamic temperature field model of solid cemented carbide
milling cutter and an inverse solution based on the particle
swarm optimization algorithm to solve the heat flux in power
series form. Similarly, the particle swarm optimization algo-
rithm was used in [24] to identify the heat flux in the tool-
workpiece interface during milling.

As a “near real-time” inverse method, the sequential
function specification method (SFSM) is firstly proposed
by Beck [14] using the so-called future time regularization
to estimate and stabilize the current heat flux component.
Norouzifard et al. [25] utilized the SFSM to estimate the
heat flux entering the cutting tool, and thermocouples
inserted into specific locations of the cutting tool provide
the inverse solver input data. The temperature distribution
in the tool was computed by performing transient thermal
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analysis using a three-dimensional finite element model.
Similarly, Brito et al. [26], Chen et al. [27], and Samadi
et al. [28] employed the SFSM to estimate heat fluxes at
the rake face of cutting tools, and Battaglia et al. [29]
applied the SFSM in heat flux estimation in high speed
drilling.

Though a substantial number of researches have been done,
there still exist two limitations of the existing inverse methods.
On the one hand, time delay exists in most of the methods
since future measurements, several time steps for the SFSM,
and whole-time steps for the iterative methods are required to
estimate the current heat flux component. On the other hand,
the computation strategy of three-dimensional and non-linear
thermal model cannot satisfy the requirement of on-line
calculation.

To overcome these limitations, an on-line inverse method is
proposed to estimate the time-dependent heat flux and tem-
perature field at the tool-chip interface of a turning tool. The
sequential Tikhonov regularization method (STRM) is pro-
posed to estimate the heat flux component sequentially with-
out using any future measurement data. To improve the cal-
culation efficiency of the thermal model, Duhamel’s superpo-
sition theorem is combined with the finite element method.
The procedure proposed is suitable for on-line applications
due to its sequential nature and high computational efficiency.
Both numerical and experimental tests were carried out to
validate the accuracy and efficiency of the proposed method.

2 Thermal model of the turning tool

A practical turning tool and the corresponding thermal prob-
lem scheme with boundary conditions are shown in Fig. 1. An
uncoated carbide insert with a rake angle of 7° and a relief
angle of 7° was used as cutting tool.

In turning process, the heat conducts into the tool mainly
through the tool-chip interface and the tool-workpiece in-
terface, and the tool temperature field is determined by the
heat flux distribution at these two interfaces. In this study,
only heat flux at the tool-chip interface on the rake face is
considered since the heat generated at the tool-workpiece
interface can be neglected because of the tool insert’s posi-
tive relief angle [1]. What is more, the tool-chip interface is
very small so that the heat flux is reasonably considered to
be uniformly distributed [20].

The tool-chip interface is denoted as S1 in Fig. 1 and is
subject to an unknown time-dependent heat flux, q(t). The
surfaces between the shim, insert, and tool holder are denot-
ed as S2 and the remaining surfaces exposed to the ambient
air are denoted as S3. The tool receives the surface heat flux
q(t) and is cooled by convection with the environment dur-
ing turning process.

The governing equation of this three-dimensional transient
heat conduction problem can be expressed as

∂
∂x

k Tð Þ ∂T
∂x

� �
þ ∂

∂y
k Tð Þ ∂T

∂y

� �
þ ∂

∂z
k Tð Þ ∂T

∂z

� �

¼ ρc Tð Þ ∂T
∂t

x; y; zð Þ∈Ω; t > 0 ð1Þ

where T(x, y, z, t) is the temperature; ρ is the mass density; and
c(T) and k(T) are the temperature-dependent specific heat and
thermal conductivity, which make the problem a non-linear
one.

The boundary conditions are

−k Tð Þ ∂T
∂η

¼ q tð Þ; x; y; zð Þ∈S1; t > 0 ð2Þ

−k Tð Þ ∂T
∂η

¼ hc1 T−T∞ð Þ x; y; zð Þ∈S2; t > 0 ð3Þ

−k Tð Þ ∂T
∂η

¼ hc2 T−T∞ð Þ x; y; zð Þ∈S3; t > 0 ð4Þ

−k Tð Þ ∂T
∂η

¼ hc T−T∞ð Þ x; y; zð Þ∈S4; t > 0 ð5Þ

Equation 2 is the boundary condition of the tool-chip inter-
face (S1), where ∂T/∂η is the derivative along the outward
drawn normal to the subject surface, and q(t) is the time-
varying heat flux.

Equations 3 and 4 are the boundary conditions of the con-
tact areas between the tool holder and tool fixture (S2) and
between the tool insert and tool holder (S3), respectively. hc1
and hc2 are the corresponding thermal contact conductance.
T∞ is the ambient temperature which is predefined as 20°C in
this study. Equation 5 is the boundary condition of the remain-
ing area exposed to the ambient air (S4), and hc is the convec-
tive heat transfer coefficient between the tool and ambient air.

The thermal contact boundary conditions described by
Eqs. 3 and 4 are simulated by considering a 10 μm air
gap with air property of 50 and 30°C, respectively, as
recommended in [19].

The initial condition is

T x; y; z; 0ð Þ ¼ T 0 ð6Þ

The thermo-physical parameters of the materials used in
the thermal model are listed in Tables 1 and 2. The tool insert
is an ISOK10 grade uncoated carbide and the tool fixture, tool
holder, and shim are manufactured from AISI 1045 steel.

During a practical turning process, q(t) is unknown,
and the task of the inverse technique is to determine this
time-varying heat flux using the knowledge of tempera-
tures measured by temperature sensors. If all material
properties and boundary conditions, including q(t), are
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known precisely, Eqs. 1, 2, 3, 4, 5, and 6 represent the
direct heat conduction problem, and the task of such a
problem is to solve these equations and obtain the tem-
perature field. For an on-line application, the computation
of the direct problem must be with high efficiency.

3 The direct problem

Numerical methods such as the finite element method (FEM)
and the boundary element method (BEM) can be applied to
solve the thermal model. However, low computational effi-
ciency limits the application of these methods in on-line ap-
plications. In this paper, a method combining Duhamel’s the-
orem and the finite element method is proposed to solve the
non-linear thermal model with high efficiency.

3.1 Duhamel’s theorem

Duhamel’s theorem is based on the superposition principle. If
any known heat flux, q(t), is applied, the corresponding tem-
perature field for any region can be calculated by Duhamel’s
superposition integral:

T x; y; z; tð Þ ¼ T 0 x; y; z; tð Þ−∫t0q λð Þ ∂φ x; y; z; t−λð Þ
∂λ

dλ ð7Þ

The discrete form can be written as

Ti;k ¼ Ti;0 þ ∑k
n¼1qnΔφi;k−n ð8Þ

where subscript i is the spatial index denoting a location (xi,
yi, zi) where the temperature is to be calculated, and subscript k
is the time index denoting time (k − 1)Δt ≤ tk < kΔt, while the
time domain is discretized in equal time intervals Δt, 2Δt, …,
kΔt,…with a fixed Δt. Ti, 0 is the initial temperature. Δφ is the
impulse temperature response or the so-called sensitivity co-
efficient, which is defined as

Δφi;k−n ¼
∂Ti;k

∂qn
ð9Þ

The sensitivity coefficient Δφi, k − n denotes the temperature
variation at location (xi, yi, zi) and time tk, due to an impulse
change of heat flux at time tn.

In practice, this sensitivity coefficient can be obtained by
[14]:

Δφi;k ¼ φi;kþ1−φi;k ð10Þ

where φi, k is the temperature rise at tk caused by a unit step
heat flux input imposing constantly from the initial time,
namely, by making q(t) = 1 in Eq. 2.

Duhamel’s theorem implies that the temperature rise at
time tk is the integration of temperature variation caused by
all heat flux component from time t1 to tk.

Δφi = [Δφi, 1, Δφi, 2, Δφi, 3,…] is used to denote the sensi-
tivity coefficients from t1 to the end of experiment. For a linear
case, Δφi keeps unchanged at different time steps due to its
independence of temperature variation. However, for a non-
linear case, Δφi is dependent of temperature and may be dif-
ferent at different time steps because of the variation of the
temperature field. In this case, Duhamel’s superposition inte-
gral should be written as

Ti;k ¼ Ti;0 þ ∑k
n¼1qnΔφk

i;k−n ð11Þ

Δφk
i;k−n ¼ φk

i;k−nþ1−φ
k
i;k−n ð12Þ

Fig. 1 A practical turning tool
and the thermal model with
boundary conditions

Table 1 Thermo-physical parameters of the materials

Thermal
conductivity
(W/m2°C)

Density
(kg/m3)

Specific heat
capacity
(J/kg°C)

Cemented
carbide

(Table 2) 14,830 (Table 2)

AISI 1045 45 7800 473

Air at 20 °C 0.025 1.164 1013

Air at 30 °C 0.027 1.056 1017

Air at 50 °C 0.034 0.789 1030
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where the superscript k denotes the kth time step and Δφk
i is

the sensitivity coefficients at the kth time step.
To compute the temperature variation with time, Ti, k (k =

1, 2, …), the sensitivity coefficients Δφk
i should be

recalculated at each time step whenever the temperature field
of the tool has changed, which is very time-consuming con-
sidering the complex geometry of the turning tool model.

3.2 Sensitivity coefficients computed by FEM

Obviously, the computation of the sensitivity coefficients in
Eq. 11 has a controlling impact on the efficiency and accuracy
of this method. The definition of Eq. 12 allows us to apply
numerical techniques such as FEM to compute these coeffi-
cients. However, directly using the FEM computation in the
on-line procedure could be time-consuming. Thus, in this pa-
per, an off-line database which contains sensitivity coeffi-
cients occurring at different tool temperature fields is set up
by using the commercial FEM software ANSYS, and then the

appropriate sensitivity coefficients Δφk
i for different time step

k are selected from this database in the on-line procedure.
The flow chart illustrated in Fig. 2 shows how the overall

procedure is executed.
The sensitivity coefficient database is obtained in the off-

line stage, which can be summarized as follows:

Step 1. Simulate tool temperature fields in ANSYS by ap-
plying constant heat fluxes, q(t) = cj, (j = 1, 2,…, J),
at the tool-chip interface until the steady-state, where
cj is a constant value.

Step 2. Record the temperatures at the sensor locations,
Tm(cj), (j = 1, 2,…, J), where the subscript m de-
notes the sensor location.

Step 3. Obtain the sensitivity coefficients φi(cj), (j = 1, 2,
…, J) by adding a unit step to the original heat flux
as q(t) = cj + 1 in ANSYS, recording the unit temper-
ature rise φi(cj), and substituting φi(cj) into Eq. 10.

The number of sensitivity coefficients in the database J
depends on the degree of the thermal model’s non-linearity.
Generally, the more sensitivity coefficients are obtained, the
more accurately can the temperature computation be. In this
paper, 20 constant heat flux inputs were designed as q(t) = cj =
j × 106W/m2, (j = 1, 2,…, 20). The maximum temperature of
the 20 simulated temperature fields ranges from 100 to

1300 °C, which generally covers the temperature during the
practical turning process.

Figure 3a shows the meshed tool model in ANSYS, where a
total number of about 250 million elements are used. The ma-
terial physical parameters (Tables 1 and 2), boundary conditions,
and tool geometry of the FEM model are given in Section 2.

Figure 3b shows examples of the simulated tool tempera-
ture fields and the corresponding sensitivity coefficients ob-
tained for a point (marked as i1) at the tool-chip interface, by
applying q(t) = c5 = 5 × 106W/m2 and q(t) = c15 = 15 × 106W/
m2, respectively.

The on-line computation stage can be illustrated as follows:
Suppose that the heat flux components (q1, q2,…, qk) are

available at time step k.

Step 1. Read the measured temperature at the sensor loca-
tions Ym.

Step 2. Select the optimal j from (1, 2,…, 20) where the
difference between Ym and Tm(cj) is the smallest in
all 20 sets.

Step 3. Set Δφk
i ¼ Δφi c j

� �
.

Step 4. Compute the temperature by substituting Δφk
i and

qn(n = 1, 2,…, k) into Eq. 11.

Increasing k to k + 1 and repeat steps 1–4 sequentially, the
temperature variation at location (xi, yi, zi) can be computed
on-line by the above procedure. If temperatures of hundreds
of points at the tool-chip interface are obtained, the tempera-
ture field then can be reconstructed by interpolating these
temperatures. In this study, 150 temperature points, whose
computation time is within 0.5 s, are sufficient to reconstruct
the temperature field of the tool-chip interface.

4 Heat flux estimation by the STRM

4.1 Mathematical fundamental of the STRM

To compute the temperature field on-line, the heat flux must be
estimated in a sequential manner. The idea to solve an inverse
problem is to formulate an optimization problem which mini-
mizes the differences between the measured temperatures and
the temperatures calculated from the direct problem solver at
the sensor locations. The heat flux then can be estimated by
minimizing the following least square form function:

J q tð Þð Þ ¼ ∫t ft¼0∑
M
m¼1 Tm t; q tð Þð Þ−Ym tð Þ½ �2dt ð13Þ

where q(t) is the heat flux function to be estimated, and Ym(t)
are measured temperatures at sensor locations (xm, ym, zm). M
denotes the number of sensors. Tm(t, q(t)) is computed by the
direct problem solver with an estimated q(t). tf is the final time
of the measurement.

Table 2 Temperature-dependent thermal conductivity and specific heat
capacity of the insert [30]

Temperature (°C) 20 100 300 500 700 900

Thermal conductivity (W/m2°C) 110 105 98 90 82 75

Specific heat capacity (J/kg°C) 220 244 290 320 328 337
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To estimate the heat flux in real time, the least square func-
tion should be numerically discretized and transformed into a
sequential manner. This idea is firstly proposed by Stoltz and
adopted in the well-known sequential function specification
method (SFSM) [14]. The piecewise-constant heat flux com-
ponents (q1, q2,…, qk,…) are used to represent q(t). Then, the
problem can be changed into a sequential optimization prob-
lem as:

J qkð Þ ¼ ∑M
m¼1 Tm;k qkð Þ−Ym;k

� �2 ð14Þ

where the subscript k is the time index, and qk is the heat flux
component to be estimated at tk. It is assumed that the previous
heat flux components (q1, q2,…, qk − 1) were already estimated.

An important characteristic of this form is its sequential
nature: qk depends only on the current temperature measure-
ment Ym, k, and k is increased by one at each time step
sequentially.

The result of Eq. 14 is called an “exact matching” because
the calculated temperatures Tm, k are made as close as possible
to the measured values Ym, k. However, this result is usually

unstable due to the problem’s ill-posedness: small errors in the
measurements, which is inevitable in a practical process, will
lead to large fluctuations in the estimated results.

To stabilize this ill-posed problem, the Tikhonov regulari-
zation can be used by penalizing undesirable variation and
reduce excursions in the unknown heat flux [31]. However,
the conventional Tikhonov regularization is a whole-domain
method in nature and cannot be applied in a sequential
problem.

In this paper, a sequential Tikhonov regularization method
(STRM) is proposed by adding a novel sequential Tikhonov
regularization term to Eq. 14:

J qkð Þ ¼ ∑M
m¼1 Tm;k qkð Þ−Ym;k

� �2 þ αΩ qk ; qk−1; qk−2ð Þ ð15Þ

where

αΩ qk ; qk−1; qk−2ð Þ ¼ α0q2k þ α1 qk−qk−1ð Þ2

þ α2 qk−2qk−1 þ qk−2ð Þ2 ð16Þ

Fig. 2 Flow chart of the
temperature computation
procedure
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where αΩ(qk, qk − 1, qk − 2) is called the regularization term,
and α is the regularization parameter. α0q2k ;α1 qk−qk−1ð Þ 2;

and α2 qk−2qk−1 þ qk−2ð Þ 2 are called zeroth-order, first-or-
der, and second-order regularization terms, respectively, ac-
cording to the order of derivative that is penalized.

Different from the well-known whole-domain
Tikhonov regularization method and the SFSM, where
time delay exists because extra future measurements are
required to estimate the current component, the idea in
STRM is to make use of the previous heat flux compo-
nents’ information with the help of the modified regular-
ization terms. The effect of the regularization term is to
reduce the magnitude of qk and the magnitude of changes
from qk to its neighboring components and avoid extreme-
ly large components and rapid oscillations in the
estimation.

By carefully choosing the regularization parameters
(α0,α1,α2), a balance between the effect of smoothing the
estimation and minimizing the estimation error is made.

Substituting the expression of Tm, k(qk) (Eq. 11) into Eq. 15
and following the usual minimization of J(qk) with respect to
qk yield the inverse estimator:

qk ¼
Ym;k−T̂m;k

��
qk¼0

	 

Δφk

m;0 þ α0 þ 2α1ð Þqk−1−α1qk−2

∑M
m¼1 Δφk

m;0

	 
2
þ α0 þ α1 þ α2

ð17Þ

where T̂m;k
��
qk¼0

is the temperature rise calculated with the

assumption of qk=0, and Δφk
m;0 is the first element of the

sensitivity coefficients.
Note that in Eq. 17, the calculation of qk depends on the

previous heat flux components (q1, q2,…, qk − 1); the sensitiv-
ity coefficients, which is obtained from the off-line database;
the current temperature measurements; and the pre-defined
regularization parameters (α0,α1,α2), which are obtained by
a simple grid-search approach. All parameters needed to

Fig. 3 a The meshed tool model
in ANSYS and b an example of
two simulated tool temperature
field in ANSYS by applying
q(t) = c5 = 5 × 106W/m2 and
q(t) = c15 = 15 × 10

6W/m2 and the
corresponding sensitivity
coefficients curve of point i1
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compute qk are known and can be provided in a sequential
manner without using any future information. This character-
istic makes the STRM suitable for on-line heat flux identifi-
cation problem.

4.2 Numerical verification of the STRM

Numerical tests were carried out to verify the accuracy, stabil-
ity, and robustness of the proposed STRM. Temperatures cal-
culated by the direct solver using an assumed exact heat flux
were used as inputs to the inverse procedure, and then com-
parison between the estimated heat flux and the exact one was
made.

The estimation error is defined as the root mean square
(RMS) error and relative root mean square (RRMS) error be-
tween the exact and estimated heat flux:

eRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑k
i¼1 q̂i−qið Þ2=k

q
ð18Þ

eRRMS ¼ 100%� eRMS=qmax ð19Þ

where qi and q̂i are the exact and estimated heat flux,
respectively.

For comparison study, the heat flux is calculated by three
different inverse methods, i.e., the exact matching method
(result of Eq. 14), the SFSM, and the proposed STRM,
respectively.

Five numerical tests, whose test conditions and estimation
errors are given in Table 3, were carried out, all utilizing a step
heat flux to simulate a rapidly changing cutting condition.

Gaussian noise with zero mean and deviation of σ= 5 °C
(about 6% of the maximum temperature) or σ= 10 °C (about
12% of the maximum temperature) is added to the tempera-
tures to simulate real cutting temperatures. The measurement
interval is 0.5 s for all tests.

Figure 4 shows the estimation results for numerical test 1.
The RRMS error is 15.2% for the exact matching method,
3.1% for the SFSM, and 3.2% for the STRM.

Figure 4a shows that the heat flux estimated by the exact
matching method has rather violent fluctuations. The reason is

that no additional information is utilized to regularize the
problem, thus making the estimation extremely sensitive to
measurement errors.

Figure 4b shows that the SFSM result has several seconds
of delay compared with the assumed exact curves. The reason
is that four steps of future measurements are used in this case.
It can be seen from Table 1 that more future measurements are
required when larger noise and further sensors are used.

Figure 4c shows that the estimation result of STRM is
stable and with nearly no time delay since no future tempera-
tures are used. There is a small fluctuation at the beginning of
the curve, because no or only a few prior heat flux components
can be used at the beginning. However, the estimation be-
comes rather stable as the time goes on.

It can be concluded from these comparisons that the pro-
posed STRM is as stable as the SFSM and indicates a superior
property in on-line applications as there is no or little time
delay.

The numerical tests not only verified the effectiveness of
the proposed inverse method, but also provided guidance to
the practical experimental tests, such as the number and loca-
tion of temperature sensors. It will produce better estimation if
the sensors are located closer to the interface and more sensors
are used. However, it is difficult to fix too many sensors or
locate the sensors too close to the tool-chip interface due to the
small region involved and the possible damage on the sensors
by the chips. Based on the above numerical tests, the experi-
mental cutting tests can be performed effectively and econom-
ically with 3–5 sensors with a distance about 4–8 mm.

5 Experimental tests

Experimental tests were performed to verify the thermal
mode l a nd a l go r i t hms . A CNC la t h e mach i n e
(GSK980TDb) was used to turn titanium alloy Ti-6Al-4V
without any coolant. Figure 5a shows the whole experiment
equipments and Fig. 5b shows a close view of the turning
tool assembly, the cutting material, and the thermocouple
installation details.

Table 3 The relative RMS error and time delay for different numerical tests

Test no. Test 1 Test 2 Test 3 Test 4 Test 5

Test conditions Noise level (°C) σ = 5 °C σ = 5 °C σ = 5 °C σ = 5 °C σ = 10 °C

Number of sensors 3 2 1 3 3

Average sensor distance 4 mm 4 mm 4 mm 8 mm 4 mm

Estimation errors
(r): number of future measurement

Exact matching 15.2% (0) 36.7% (0) 42.8% (0) 68.6% (0) 46.3% (0)

SFSM 3.1% (4) 7.5% (6) 8.1% (8) 9.2% (9) 8.5% (8)

STRM 3.2% (0) 7.7% (0) 8.5% (0) 9.6% (0) 8.8% (0)
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Four K-type wire thermocouples (OMEGA, STC-GG-K-
36), whose wire diameter is 0.13 mm, were fixed on the tool
rake face by high temperature CuO adhesives and a data ac-
quisition device (OMEGA, OMB-DAQ-54) was used to re-
cord the transient temperature measurements. The temperature
measurements interval is 0.5 s, the same with the on-line pro-
cedure. Figure 6 shows the thermocouple locations at the turn-
ing tool and the model in ANSYS, respectively. Table 4 lists
the exact coordinates of the thermocouples according to the
Cartesian coordinate system.

The cutting parameters of two experimental tests, test 1 and
test 2, are listed in Table 5. These two tests are with different
feed rate and depth of cut and with the same cutting speed.
The cutting speed is relatively small to avoid damage to the
tool insert.

The time constant of thermocouple is defined as the time
required to reach 63.2% of an instantaneous temperature
change. This parameter is important for transient temperature

Fig. 4 Comparison between the assumed exact heat flux and the
estimated heat flux of test 1 for a the exact matching method, b the
SFSM with regularization parameter r = 5, and c the STRM with
regularization parameters α = (3,100,10)

Fig. 5 Experiment setups. a The CNC lathe machine and other
equipments. b A close view of the turning tool, cutting material, and
thermocouple installation
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measurement in machining, because cutting temperature rises
rapidly at the transient cutting moment, while the thermal-
inertial effect of thermocouple can lead to unavoidable mea-
surement delay, which will inevitably result in delay and error
in the heat flux and temperature field estimation. Therefore,
the time constant of thermocouple used in on-line application
should be as small as possible. Thus, thermocouples with
small hot conjunctions are used in this study. The response
time is about 0.1 s (found in OMEGA’s official website),
which is relatively small for a commercial thermocouple.
The estimation delay caused by this thermocouple measure-
ment is within 0.5 s.

The tool-chip interface area is one of the most important
aspects among the main sources of errors in the solution of the

thermal model. In this paper, this area was measured by a
Shape Measurement Laser Microscope (Keyence, VK-
X200K) and then treated by an image processing software
(Keyence, VK Analyzer). The interface images of the two
experimental tests are depicted in Fig. 7.

6 Results and discussions

An important task of the inverse procedure is to validate the
accuracy of the thermal model. The best way is to compare

Fig. 7 Area of the tool-chip interface obtained by a video camera after the
cutting process for a test 1 (vc = 30m/min, f = 0.2mm/rev, ap = 0.8mm) and
b test 2 (vc = 30m/min, f = 0.1mm/rev, ap = 1.0mm)

Fig. 6 The thermocouple installation location a on the practical turning
tool and b on the meshed ANSYS model

Table 5 Experimental cutting parameters

Cutting parameters Test 1 Test 2

Cutting speed vc [m/min] 30 30

Feed rate f [mm/rev] 0.2 0.1

Depth of cut ap [mm] 0.8 1.0

Turning stage [s] [20–152] [10–85]
[110–182]

Table 4 Thermocouple location coordinates

Thermocouple no. T1 T2 T3 T4

X [mm] 2.05 4.00 0 5.27

Y [mm] 3.65 0 4.38 2.48

Z [mm] − 1.12 2.38 2.43 0
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directly the estimated heat flux with the actual heat flux.
However, as it is difficult to measure such quantity directly,
an alternative and indirect approach is carried out. This was
done by comparing the measured temperature of a single ther-
mocouple with its calculated temperature, which was obtained
by using the measurements of other three thermocouples as
input to the procedure.

Figures 8 and 9 show the comparisons between the mea-
sured and calculated temperatures of all four thermocouples
for test 1 and test 2, respectively. The estimation RMS errors
are 2.78, 1.43, 2.18, and 3.85 °C for test 1; and 2.40, 1.13,
2.24, and 3.53 °C for test 2. The calculated and measured
temperature curves are in good agreements. Although small
deviation still exists, especially at the cutting-in and cutting-

(a) (b)

(c) (d)

Fig. 9 The measured temperature
and calculated temperature of
sensor a T1, b T2, c T3, and d T4
for test 2

(a) (b)

(c) (d)

Fig. 8 The measured temperature
and calculated temperature of
sensor a T1, b T2, c T3, and d T4
for test 1
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out moment when the heat flux changes most dramatically,
however, the estimation errors are relatively small and within
an acceptable range, as the relative RMS errors are all less than
2.5% of the maximum temperature. The accuracy of the ther-
mal model is validated by these comparisons.

Figure 10 shows the estimated heat fluxes for test 1 and test
2. The estimated heat flux curves are smooth and match well
with the actual cutting process. For instance, in Fig. 10a, the
heat flux rises sharply at the beginning of the cutting (at 20 s),
reaches a steady state after about 15 s of cutting, and goes to
zero immediately when the cutting halts (at 152 s).

Unlike the thermocouple temperatures which keep rising
during the whole cutting tests, the heat flux reaches a steady
state rapidly, within just a few seconds. The difference is ow-
ing to the lag and damp effect of the heat transfer process, as
the thermocouples are relatively far from the tool-chip
interface.

Figures 11 and 12 show the reconstructed temperature field
at the tool-chip interface at different cutting stages, namely,
the cutting-in moment (0.5 and 1.0 s after cutting start) and the
steady cutting stage (t = 40 s and t = 120 s for test 1 and t = 60 s

and t = 160 s for test 2). Each of these figures was visualized
using150 temperature points, which were calculated within
0.5 s.

Clearly, the maximum temperature is not exactly at the
cutting edge but with a small distance, about 0.5 mm for test
1 and 0.3 mm for test 2. The temperature gradient is rather
large in the tool-chip interface area, compared with the areas
outside the interface, and the largest gradient is at the edge of
the interface. Generally, the reconstructed temperature fields
match quite well with the results reported in literature [27].

The tool-chip interface temperature rises rapidly at the
cutting-in moment. For instance, in test 1, the maximum tem-
perature rises from 21 to 346 °C in just 0.5 s and to 457 °C in
1.0 s; meanwhile, the temperature of thermocouple T4 only
increases from 19.8 to 36.2 °C in 0.5 s and to 41.9 °C in 1.0 s.
Similar result can be found in test 2. This indicates that the
temperature rises more rapidly in the tool-chip interface than
the outside regions. What is more, though estimation delay
does exist because of the thermocouple’s measurement delay,
the dramatic changes of tool-chip interface temperature, espe-
cially at the cutting-in moment, can still be estimated by the
method provided.

The temperature field reaches a relatively stable condition
after several seconds of cutting, as can be seen in Fig. 11 that
the temperature fields at t = 40 s and t = 120 s do not change
much. This variation trend is similar to that of the heat flux,
which responded rapidly to the changes of the cutting
conditions.

Based on these data and figures, it is easy to obtain the
average or maximum tool-chip interface temperature, to find
the maximum temperature location, and to analyze the effects
of cutting parameters on the temperature field variations.

7 Conclusions

In this paper, heat flux and temperature field at the tool-chip
interface have been estimated in real time during the turning
process, based on temperature measurements by several ther-
mocouples located on the surface of the tool. A sequential
inverse method as well as a combined method to solve the
non-linear thermal model has been proposed. Numerical and
experimental tests were carried out to verify the procedure’s
calculation efficiency, accuracy, and stability as well as the
thermal model’s accuracy. The main conclusions are as
follows:

1. An inverse heat conduction problem (IHCP) of the turn-
ing tool is solved using a sequential Tikhonov regulariza-
tion method (STRM). The proposed inverse method has a
superiority in on-line application due to its sequential
manner and independence of future measurement

Fig. 10 The heat flux estimated by T1–T4 for a experimental test 1 and b
experimental test 2
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information. Such superiority has been verified by several
numerical tests.

2. The non-linear thermal model of the tool is solved with
high efficiency, combining Duhamel’s theorem and the
finite element method, and the accuracy of the thermal
model has been verified by experimental cutting tests.

3. The heat flux and detailed temperature field at the tool-
chip interface were estimated during turning process. The
computation takes only 0.5 s at each time step, which

enables the procedure to be applicable in on-line tool tem-
perature monitoring.

4. Further researches can be conducted, such as the analysis
of the turning mechanism and the effects of cutting con-
ditions on tool temperatures, or the determination of heat
partition coefficient during turning.

5. The proposed method is easy to implement in industry as
only several thermocouples are required for temperature
measurement. What is more, the procedure can be easily

Fig. 12 Reconstructed temperature field of the tool-chip interface for experimental test 2

Fig. 11 Reconstructed temperature field of the tool-chip interface for experimental test 1
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extended in the field of on-line heat source/heat flux iden-
tification or temperature field reconstruction in other ma-
chining or thermal processes.
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