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Abstract
The thermal cycling in the coaxial laser cladding process can cause significant variations in the strength of cladded parts as well as
the development of residual stresses, large distortions, and even cracking. In the current study, the hardness variations, induced
residual stress distribution, and the developed distortion characteristics of cladded parts are examined for different deposition tool
paths. The research is conducted by means of numerical simulations validated by experimental results for selected surface
cladding deposition strategies. The specimens were made using P420 stainless steel powder clad onto an AISI 1918 substrate.
In the previous studies by the authors, it was found that the transient thermal solution using a moving heat source simulation
technique required several days of computational time for small cladded parts, making it impractical for industrial applications. In
the present research work, a modeling approach using a steady-state thermal solution was proposed. This technique produced
similar results for hardness and residual stress in a shorter time period, but the resulted distortion values were not accurate.
Consequently, a thermo-mechanical modeling approach was adopted that provided virtual distortion solutions correlating well
with the experimental results. These models were subsequently employed to explore various process planning scenarios. The
effect of surface cladding deposition patterns, the substrate dimensions, the plate dimension’s aspect ratio, and the time gap
between beads deposition were simulated and the strength and physical defects of the clad layer results are compared. Moreover,
the mechanical response and properties for a full-scale gasket part is investigated as an example representing an industrial
application.
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1 Introduction

Many industries, such as the aerospace and automotive indus-
tries, employ coaxial laser cladding with powder feeding as a
surface treatment technique to enhance the mechanical prop-
erties of the surface of a metallic substrate by depositing a
material with superior corrosion and wear resistance. In addi-
tion, laser cladding is being adopted for repair or geometrical

dimension restoration purposes, and as an additive
manufacturing (AM) technique. However, the inherent draw-
back with the laser cladding process is the negative effect of the
high temperature cycles on the strength and plastic properties of
the cladded components, which induces residual stresses and
distortions. High residual stress peaks caused by depositing
multi-beads may be detrimental to fatigue performance as they
can contribute to high mean stress effects under axial tensile
cyclic loading. Distortion negatively impacts the dimensional
accuracy, which in turn may influence the mechanical perfor-
mance of parts. These effects can be neutralized to some extent
by using thermal and nonthermal techniques. Thermal treat-
ment approaches such as pre- and post-heat treatment [1, 2]
are used to counterbalance the unwanted residual stress.
Mechanical treatment procedures include stress relief tech-
niques such as vibratory stress relief and shot peening [3], geo-
metrical dimension restoration techniques including subtractive
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processes, and finishing operations such as high-speed machin-
ing [4]. However, these processes increase the time and cost of
the manufacturing. Therefore, it is a priority to achieve cladded
parts with high and uniform strength and with minimal physical
defects by optimizing the process parameters, as well as the
deposition pattern.

Many researchers have employed numerical modeling ap-
proaches to simulate laser cladding using a transient thermal
solution as a reliable and practical tool to study the mechanical
response of cladded parts. Published work includes studies on
single clad bead deposition models ([5–9]) and multi-track
bead deposition models for surface cladding [10–16], as well
as multiple clad beads for stacking or layering to form a wall
structure ([4, 17–19], Zhang et al. [20], Alimardani et al. [21])
with applications in rapid prototyping and repair in industries
such as automotive and aerospace.

Santhanakrishnan et al. [8] focused on predicting the hard-
ening effects of laser cladding. The acquired temperature his-
tory from the finite element (FE) model was used to predict
the temperature gradient, rates of heating and cooling cycles,
and solidification of the clad to the substrate using various
boundary conditions, laser power, and scanning speed. The
thermal model results were coupled with thermo-kinetic equa-
tions to predict the hardness of the clad and substrate. Their
investigation on the microstructure showed that four different
zones exist with fine to coarse dendrite and cellular structure
across the clad. Alimardani et al. (2007) proposed a method
for predicting thermal cycles and geometrical characteristics
of multi-layered cladding deposition depending on material
properties and cladding process parameters. They developed
a geometry build-up simulation approach in a discretized
step-wise method. Their results indicated that the endpoint
of deposited layers except the first layer was notably thicker
and the temperature was higher due to the changes in the heat
transfer mechanism. Moreover, they concluded that the pick-
up efficiency of powder in the first layer is significantly lower
than the subsequent layers.

Zhang et al. (2011) developed a thermo-mechanical model
to simulate the multi-bead pulsed laser powder deposition
process applied to the Ni-based turbine blade repair. The cor-
relation of the temperature gradient and von Mises stress gave
an insight into the critical value range and location in the
deposit, in which the formation of stray grains and cracks is
most likely to occur. Salonitis et al. [4] presented a methodol-
ogy to simulate the successive deposition of laser cladding
beads as an additive manufacturing process followed by
high-speed machining. They employed the level-set method
to define the cutting tool path to predict residual stresses and
distortion results in a steel tube fabricated by laser cladding.
Their results show that removal of a small amount of material
relaxes residual stresses in the parts of the tube not constrained
by the base plate and partially eliminates the distortion caused
by laser cladding.

Chew et al. [10] developed a sequentially coupled
thermo-mechanical model to predict the induced residual stress
due to coaxial powder laser cladding of AISI 4340 steel
powder onto a similar substrate material with various deposi-
tion scenarios. They proposed a model for laser power attenu-
ation and powder concentration distribution for the
laser-powder-interaction zone under the feeding nozzle. Their
study showed that for a single bead specimen, across the sub-
strate surface, the model predicted high tensile longitudinal and
transverse stress values near the center and compressive further
away. The reheating due to deposition of the second clad bead
and subsequent laser heat pass was found to reduce the longi-
tudinal tensile residual stresses caused by previous clad beads.

Zhang et al. [9] developed a model to study the thermal
results such as the temperature gradient and solidification rate
during laser cladding of 420 stainless steel + 4%molybdenum
onto a mild steel (A36) substrate. In their model, the effects of
laser-powder interaction, temperature-dependent material
properties, latent heat, and Marangoni flow were considered.
Based on the simulated thermal results, they studied themicro-
structure andmolybdenumdistribution in the clad layer.Gouge
et al. [12] developed amodel to implement thermal convection
into theFEanalysis of laser cladding.Theycompared twocom-
mon convection implementations of no convection and free
convectionwith three forcedconvectionmethods. Itwas shown
that the convection model must be applied to an evolving sur-
face tocapture thechangeofpartgeometrydueto theadditionof
material during the cladding process.

Basedon thementioned literature,FEanalysis (FEA) is com-
monly used to help to understand and improve the quality of the
process, and lowers the cost and time spent on conductingphys-
ical experiments. FEAhas been proven to be a powerful numer-
ical toolwhich can be used to predict the structural performance
of components produced by AM processes. This technique has
been employed to optimize themechanical and physical proper-
ties (strength, residual stress, and distortion) by adjusting the
process parameters, aswell as deposition pattern and configura-
tion accordingly. Therefore, the AM industry can benefit from
this simulation technique in the product and process develop-
ment phases. However, the major obstacle appearing when it
comes to the exploitation of FEAby industry is the highcompu-
tational cost. The conventional transientmodels are not efficient
for simulating a large-scale manufacturing process. From an
industrialperspective, thecomputation running time for the sim-
ulation isrelativelyhighdueto the transientnatureoftheanalysis
that prevents the application of FEA for on-line process optimi-
zation. Therefore, emphasis should be given to intelligent ap-
proaches to reduce themodeling complexitywithout sacrificing
accuracy. The simplest andmost popular approach is applying a
coarsermeshasmovingawayfromtheheat sourceand lowering
the totalnumberofelements.However, there isa limithowmuch
the element size can be increased while not losing its accuracy
and convergence.



Althoughmany research studies have been conducted using
various FEA approaches for a variety of materials, a systems
level analysis on the effect of deposition strategies on a cladded
surface’s functional characteristics has not been explored. In
this research, an investigation is carried out on the influence of
bead deposition patterns, time gap between bead depositions,
and the substratedimensionsandaspect ratioon themechanical
and physical properties of the coating layer. The long-termgoal
of thisresearchis todevelopAMprocessplanningtools toallow
designers to explore various tool path solutions and their effect
on the final part geometry and properties. The objective of this
study is to investigate the effectiveness and reliability of the
introduced modeling approaches to optimize the bead deposi-
tion strategies with high and uniform strength in the cladding
layer with minimal physical defects. Specimens with dimen-
sions of 75 mm × 35 mm, 75 mm × 50 mm, 100 mm ×
50mm, and 150mm× 35mm are investigated. Selected phys-
ical experiments were conducted, and the simulation results
compared to the experimental data to determine the effective-
ness of the modeling approaches.

A complementary research goal targets exploring computa-
tionally less expensive modeling techniques, the Imposed
Thermal Cycle (ITC) technique and Distortion Engineering
Analysis (DEA), and comparing these solutions to a traditional
thermo-metallurgical-mechanical modeling technique using a
moving heat source (Fig. 1) and experimental data. The depo-
sitionpatterns for these rectangular specimens include cladding
in the longitudinal and transverse directions, aswell as spiral or
fill-inward and spiral or fill-outward patterns. To explore the
influence of time delays between deposition of beads, an anal-
ysis was conducted on the deposition of two beads on speci-
mens with 100 mm and 500 mm length with time gaps of 0.5 s
and 30 s. Moreover, surface cladding of a gasket with two dif-
ferent bead deposition patternswere studied as an example of a
practical industrial application of the simulation methodolo-
gies. For the mentioned specimens, the residual stress, distor-
tion, and hardness results were compared.

2 Establishment of the FE model

In this work, the laser cladding simulation is performed by a
coupled thermal-metallurgical-mechanical analysis with the fi-
nite element software, SYSWELD.The thermal andmechanical
material properties are implemented in the analysis. The resulted
temperaturedistribution fromthe thermalanalysiswasusedasan
input to the mechanical analysis andmetallurgical analysis. The
nodal temperatures and phase transformations are calculated in a
coupled manner. The thermo-physical properties depend on the
temperature and the metallurgical proportions of each phase.
When the internal heat source and boundary conditions applied
to theheat equation, the finite elementmethod solves a systemof
differential equations.
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Another strategy is replacing theMovingHeat Sourcewith a
heat flux applied simultaneously to the whole area of each de-
position layer, which can be defined as an instantaneous heat
source [22–24]. The computational effort can be reduced sig-
nificantly by using a steady-state analysis instead of a transient
that decreases the number of time steps to one. Pu et al. [24]
developed three different modeling approaches and compared
their prediction accuracy and computation time: (i) a model
with moving heat source, (ii) a model with instantaneous heat
source, and (iii) a model with instantaneous heat source aswell
as coarser mesh density. They investigated welding residual
stress and distortion in a low-alloy high-strength Q345 steel
multi-pass butt-welded joint. They compared the results from
the models with the experimental residual stress using
hole-drilling technique and distortionmeasurements using three
coordinate measuring technique respectively. They indicated
that the model with moving heat source obtain a good predic-
tion of welding residual stress and deformation, while the mod-
el with instantaneous heat source can provide a reasonable re-
sult for welding residual stress but poor results of distortions.
However, the latter model can save a large amount of comput-
ing time. Numerical results indicate that the mesh density in the
longitudinal direction has a limited influence on the results of
residual stress and distortion if the instantaneous heat source
model has been used. It was concluded that for industrial appli-
cations, the model with instantaneous heat source model and
coarser mesh density can predict welding residual stress distri-
bution in thick-plate joint with a large number of weld passes
using a shorter computing time and a relative high accuracy.

In another study, Ding et al. [22, 23] followed this
steady-state transformation approach when simulating the
wire and arc additive layer manufacturing process. They dem-
onstrated an efficient engineering FE thermo-mechanical
computational procedure for simulating the production of a
multi-layer wall structure. They employed a steady-state ther-
mal model by attaching an Eulerian reference frame at the heat
source in addition to thermo-elastic-plastic transient model.
The modeling approach based on the steady-state thermal
model showed a significant advantage of around 80–90% on
the computational time compared to the conventional transient
thermo-mechanical approach. According to these researchers,
additional time can be saved, as using an Eulerian frame does
not require as dense mesh such as the typical transient ap-
proach does. This new model produced nearly identical dis-
tortion and residual stress predictions to the transient model
and experimental measurements. It was found that the peak
temperatures experienced during the thermal cycles defining
the effective plastic, zone determine the residual stress of that
point. The stress across the deposited wall was found uniform
with a small influence of the preceding layers on the following
layers. The stress redistributed after unclamping with a lower
value at the top of the wall than at the interface due to the
bending distortion of the sample.



2.1 Heat transfer analysis

In the thermalanalysis,a transientnonlinearheat transferanalysis
was performed by using an appropriate heat source model. The
thermal cycle and temperature distribution during laser cladding
at each nodewere obtained by the following equation:
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where ρ is the density of the materials (kg/m3), Cp is the
specific heat capacity (J/kg K), T is the current tempera-
ture (K), K is the temperature-dependent thermal conduc-
tivity (J/m K), Q is the internal heat generation rate
(W/m2), x, y, and z are the coordinates in the reference
system (mm), and t is the time.

2.2 Thermal boundary conditions

The heat loss due to convection, qconv, is described by
Newton’s law of cooling and Stephan-Boltzmann’s law de-
scribes losses due to thermal radiation, qrad, as:

qconv þ qrad ¼ −hC Ts−T 0ð Þ−εσ T4
s−T

4
0

� � ð2Þ

2.3 Heat source model and metallurgical phase
transformation

Threemethodologies for applying the heat inputwere employed
in the present research. In the first approach, the heatwas applied
usingaMovingHeatSource (MHS). In thesecondmethodology,
an imposed thermal cycle (ITC) strategy is employed. The aver-
age thermal cycle of the nodes on the molten zone is calculated
and the thermal computation is carried out with the resulted

Fig. 2 a 3D conical Gaussian
moving heat source model. b
Heat source placed on the
cladding path [13]

Fig. 1 Comparison of three implemented simulation approaches and their applications
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where h is the heat convection coefficient (W/m2 k), Ts is the
surface temperature of the workpiece, T0 is the ambient tem-
perature (20 °C), is the surface emissivity, and σ is the
Stefan-Boltzmann constant (5.67 × 10−8 W/m2 k4). In this
study, the heat convection coefficient from the workpiece to
the surrounding environment was 25W/mm2 K and the emis-
sivity was set to a value of 0.8. The temperature in the work-
piece before starting the cladding is assumed to be the ambient
temperature and following the cladding process, the structure
cools to room temperature.



temperature profile. The third technique (DEA) is a simplified
approach employed for distortion analysis.

In the first methodology, the 3D conical Gaussian moving
heat source model was adopted which represents the actual
laser cladding condition and can model the energy with tran-
sient thermal solution [7, 10, 13–15, 25–28]. Figure 2 depicts
the view of the Gaussian moving heat source model and the
way that the heat source is placed on the cladding path. The
equations and needed parameters to define this heat source
have been discussed in detail by the authors in Nazemi et al.
[7, 13–15].

The second technique, ITC, results in much less computa-
tion time. An example of a single-track bead specimen is
shown in Fig. 3a with the geometric data and process param-
eters presented in Table 1. The melt pool provided by the
MHS technique is depicted in Fig. 3b which is used to acquire
temperature profiles for the ITC technique. The temperature
profiles and their average were drawn from the nodes on the
cross-section of the melt pool (Fig. 4). In Fig. 5, the resulted
temperature distribution in a single-track bead specimen from
ITC and MHS techniques are compared while the clad bead is
heating up showing the difference between their heat distribu-

Fig. 4 Temperature profiles in the single-track specimen (a) on the nodes in cross-section of the melt pool (b) average of the profiles in the melt pool

Table 1 Compositions of the
actual and simulations materials
(wt.%)

Element C P S Si Cr

AISI 1018 0.15–0.2 0.04 0.05 – –

S355J2G3 (0.18) 0.035 0.035≤ ≤ 1.0 0

P420 0.23 0.04 0.03 0.5 12.6

X20Cr13 0.16 ≤C ≤ 0.25 ≤ 0.04 ≤ 0.03 ≤ 1.0 12.0 ≤Cr ≤ 14.0

Fig. 3 a Geometry of a single bead specimen. b Melt pool region simulated by MHS technique and the nodes on the section which were used for
temperature profiles to be used in ITC technique [16]
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tion strategies. It shows that in the MHS, the heat source is
initiated from the beginning of the bead and moves toward the
end of the bead while in the ITC all the nodes in the melt pool
(corresponding to the melt pool from the model with MHS)
are heated up simultaneously based the temperature profile
from the model with the MHS.

In the previous study carried out by the authors [16], it was
shown that in the virtual simulation by using the ITC method
instead of transient thermal analysis using moving heat
source, the processing time for a single- and multi-track clad-
ded specimens (three beads with 40%, 50%, and 60% overlap)
with a constant heat input were reduced from 5 and 18 h to
30 min and 3 h, and from 18 h to 6 h for a multi-track cladded
specimen with the transient heat input. In that study, experi-
mental hardness and residual stress measurements were com-
pared with the simulation results from both techniques of the
MHS and ITC to assess the accuracy of the simulation solu-
tions. Figs. 6, 7 and 8 depict a comparison between resulted
hardness and residual stress results from experimental mea-
surements and two simulation techniques for a single bead
specimen and a multi-track cladded specimen with three de-
posited beads with 50% overlap.

In the third methodology, DEA, the basic hypothesis in this
technique is that the dominant phenomenon causing cladding
induced distortions is thermal shrinkage of the cladded mate-
rial. The principle of software implementation is that to

prescribe a fixed thermal deformation to all nodes in the clad-
ded part. This provokes plastic deformations in the cladded
area and overall distortion of the structure. The thermal shrink-
age is calculated based on the following formula:

Thermal shrinkage ¼ thermal expansion coeeficient � temperature change ð3Þ

The phase transformation during the laser cladding process
was considered by the Leblond model [29] who developed an
equation to replicate the CCT diagram and by using the
Koïstinen-Marbürger model [30] to reproduce the cooling
curve. The equations and their definitions for the phase
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transformation have been explained by the authors in previous
research works (Nazemi et al. [7, 13–15]).

2.4 Material properties

The temperature-dependent thermo-physical and
thermo-mechanical data of the clad and substrate materials
in the range of ambient to the melting temperature are
ass igned as an input data for the analys is . The

Johnson-Cook model was used for the plastic model and for
temperature-dependent yield strength. Thermal properties
such as the thermal conductivity and specific heat, as well as
mechanical properties such as Young’s modulus, yield
strength, and strain-hardening curves were discussed by the
authors in previous research studies in [7, 14, 15]. The mate-
rial properties used in the model for the clad and substrate
were those provided in the software database for the materials
X20Cr13 and S355J2G3 [7, 14, 15] with chemical



2.5 Meshing and constraints

The geometrical dimensions of specimens were obtained from
experimental cross-section macrograph of the clad specimens
at the mid-length section [13]. The cladded component geom-
etry was modeled using three types of elements including 3D
8-noded hexahedrons solid elements for the substrate and 6
nodded tetrahedrons solid elements for the clad, 2D 4-noded
elements for the surfaces for the heat dissipation through con-
vection and radiation, and 1D 2-noded elements for the clad
paths. Considering the computing accuracy and time efficien-
cy, a denser mesh was used for the cladding, while a coarse
mesh was adopted for the substrate.

3 Experimental setup

The substrate and clad powder materials were chosen as AISI
1018 cold rolled structural steel and P420 stainless steel to be
consistent with previous studies by the authors [2, 7].
Experimental studies were carried out on specimens with a
single bead, three beads, and multiple deposited beads. The

chemical composition of the clad bead and substrate materials
are depicted in Table 1. Average shape parameters of the clad
beads and cladding process parameters values for specimens
including laser power, the focal length of the lens, and contact
tip to workpiece distance parameters are depicted in Tables 2
and 3. The cladding equipment used was a Ytterbium laser
system containing a robotic arm equipped with a nozzle as-
sembly which provides the laser spot size of 4.3 mm using a
4 kW fiber optic laser. The powders were delivered by an
Argon carrier gas as a conveying media and to protect the
molten pool from oxidization. The clad powder is heated
when it is injected into the laser beam, which is discharged
onto the substrate.Meanwhile, the laser beam locally heats the
substrate to develop a molten pool. Thereafter, the surface
tension gradient drives the fluid flow within the molten pool
so that the deposited powder particles are mixed rapidly.

3.1 Hardness measurement

Mechanical properties in the laser cladded area were inves-
tigated using microhardness measurements. Microhardness
measurements were conducted by a Buehler Vickers mi-
crohardness tester using a load of 200 m and a loading
time of 12 s.

For the single bead specimen, the loads were applied ver-
tically in the center of the bead keeping 150 μm distance from
each other through the top to bottom of the bead, full dilution
and HAZ, and part of the substrate materials. Two other ver-
tical lines of loads were applied at 250 μm distance from both
sides of the first loading line (Fig. 6). The values of the mi-
crohardness were averaged by 3 points of measurements taken
from the previously mentioned three vertical measurement
lines for single- and multi-track cladded specimens. For the
multi-track specimen, an additional horizontal measurement
was conducted close to the top of beads, in the middle, and on
the substrate level.

Measurements on specimen with three beads with 50%
overlapping were carried out at the mid-length section of
the samples. Measurement locations are shown with white
dots on macro-etched pictures of specimens in Fig. 7a. In
the horizontal direction, the starting point for measure-
ments was from the point that the dilution between the
first clad bead and substrate begins (bonding region) to
the end of the bonding region of the third bead. In the
vertical direction, measurements were conducted from
top of the beads to the HAZ below the substrate/bead

Table 4 Operating parameters for the X-ray diffraction measurements

X-ray elastic constant Crystallographic plane Brag angle Gain material Aperture Oscillation(s) Collection time

25,578.95 ksi {211} 155.1° Titanium-Beta 1.0 mm-round Beta 4.0 ° 4 min

Table 3 Average shape parameters of specimens (mm)

50% overlap Width Height Penetration

Average 8.43 1.36 0.33

STD 0.45 0.47 0.25

Table 2 Cladding process parameters

Specimen Single
bead

Three
overlapped
beads

Surface
cladding

Powder feed rate (gr/min) 30 20 20

Laser power (kW) 2.5 2.5 2.5

Focal length of lens (mm) 400 400 400

Laser speed (mm/s) 10 10 10

Contact tip to work-piece
distance (mm)

23 23 23

4130 Int J Adv Manuf Technol (2018) 96:4123–4143

compositions almost identical to the chemical compositions of
SS P420 and AISI 1018 (Table 1).



3.2 Residual stress measurement

The residual stress profiles were measured using the X-ray
diffraction technique. X-ray diffraction technique allows for
rapid measurements of strains inside components and uses the
changes in the spacing of the internal crystal lattice planes as
an atomic strain gauge. In the current study, the residual stress
measurement was conducted using the Proto X-ray diffraction
system (Lab 002/LXRD 06024) and the operating parameters
for the X-ray diffraction measurements are presented in
Table 4. Themeasurements were done at the center of the bead

a b cFig. 10 a Thermocouple wire
tack welded to the specimen. b
Laser cladding torch and a
specimen with spiral deposition
pattern during laser cladding. c
Robotic fiber optic laser marking
machine used for engraving the
mapping on back of specimens
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interface. Measurements were recorded at each 250 μm
horizontal distances and 150 μm vertical distances.
Number of measurement points in horizontal direction
was 28 measurements.

The hardness and residual stress profiles for the
single-track cladded specimen and a specimen with three o-
verlapped beads from the top of the bead through the dilution
zone, HAZ, and substrate materials are depicted in Figs. 6, 7.
In these figures, the experimental results were compared with
the simulation results of the MHS and ITC techniques which
show a good correlation.



a bFig. 12 aMapping on the back of
a specimen used for distortion
measurements ball bearing, and
specimen (b) probe height gage
used for distortion measurements
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and perpendicular to the bead line at the surface and six sub-
surface points with varying depth. Figure 8a shows the
single-track cladded specimen under X-ray measurement.

The residual stress profiles for the single-track cladded spec-
imen from the top of the bead through the dilution zone, HAZ,
and substrate materials are depicted in Fig. 8. In this figure, the



experimental results were compared with the simulation re-
sults of the MHS and ITC techniques which show a good
correlation.

3.3 Distortion measurement

Experimental specimens were used to compare the effect of
different patterns of bead deposition on the distortion distribu-
tion. The experimentally measured distortion results were fur-
ther used to validate the simulation model. Once the confi-
dence was gained with respect to the accuracy of the simula-
tion techniques, the models were further used to extend the
study for a wide variety of bead deposition patterns and dif-
ferent cladded parts.

Based on a preliminary simulation to find the most appli-
cable and distinct deposition outlines, three specimens with
various patterns of cladding were chosen and prepared. The
selected patterns included transverse, longitudinal, and spiral
bead depositions as shown in Fig. 9. The cladded surface di-
mensions for the specimens were 35 mm × 75 mm with a
10 mm margin on each side (55 mm× 95 mm). A thermocou-
ple device was used to measure the temperature data during the
cladding and cooling. The thermocouple wires were attached
to the specimens, close to the left holes in Fig. 10a, by a tack
weld in the outer margin of the cladding surface in order to
prevent interference with the cladding process. Distortionmea-
surement locations on the specimens were mapped by a robot-
ic fiber optic laser marking machine (Fig. 10b). Figure 10c
depicts the laser cladding of the specimen with spiral bead
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Fig. 14 Experimentally measured
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deposition pattern. Temperature profiles are shown in Fig. 11
which indicates that in the recorded location, temperature fluc-
tuations are observed in the transverse and spiral patterns but
not in the longitudinal pattern.

3.4 Distortion measurement technique

Distortion measurements were conducted at 42 locations on
the face of the specimens which were not cladded (Fig. 12a).
In order to have the same reference level for distortion mea-
surements, the basic 3-2-1 fixturing principle was used. Three
3 mm holes drilled through the plate were created at the same
three locations on each specimen (Fig. 12a). Ball bearings
with a diameter of 9 mm were placed underneath the holes

on the surface plate (Fig. 12b). This established a planar sur-
face for reference and a stable, static method for locating all
samples. Distortion measurements were carried out on speci-
mens before and after the cladding using a probe indicator as
shown in Fig. 12b. The 3D geometry and the mid-length
cross-section of the simulated specimens are shown in Fig.
13. The investigated specimens have the same geometric spec-
ifications as the experimental samples (Fig. 9).

The convergence study on the mesh size for a suitable agree-
ment between the accuracy and computational running time
was conducted by evaluating the variation of the achieved max-
imum residual stress versus the number of elements. The resid-
ual stress was chosen as the criteria as this is an analysis re-
sponse after the thermal-metallurgical-mechanical interactions

Table 5 Experimentally and numerically measured maximum values of distortions in the specimens similar to the experimented specimens

Deposition pattern Flatness (mm)

Experiment Simulation (DEA) Error Simulation (ITC) Error

Transverse 0.475 [− 0.706]: 1.181 0 [− 1.181]: 1.237 4.7% 0.028 [− 0.790]: 0.820 31%

Longitudinal 0.554 [− 0.305]: 0.859 0 [− 1.115]: 1.115 30% 0.175 [− 1.308]: 1.483 73%

Spiral 0.800 [− 0.711]: 1.816 0 [− 2.090]: 2.090 15% 0.018 [− 1.598]: 1.616 11%
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a b c

Fig. 15 Simulated distortion results (in inches) using DEA on specimens with various patterns of cladding. a Longitudinal. b Transverse. c Spiral

a b c

Fig. 16 Simulated distortion results using ITC on specimens with various patterns of cladding. a Longitudinal. b Transverse. c Spiral



are completed. As an example, the result of convergence
study for the surface cladded specimen with longitudinal
bead deposition is depicted in Fig. 13a. This shows the
variation of the maximum residual stress value becoming

insignificant when increasing the number of 3D elements
to more than 34,333.

Experimental distortion measurement results are shown in
Fig. 14 and Table 5. The measurement results indicate that

Fig. 18 Simulated hardness
contour using ITC on specimens
with various patterns of cladding.
a Longitudinal. b Transverse. c
Spiral
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longitudinal deposition pattern and the spiral deposition pat-
terns cause the minimum and maximum distortion in the clad-
ded specimen respectively. The total flatness values for trans-
verse, longitudinal, and spiral patterns of cladding are
1.181 mm, 0.859 mm, and 1.816 mm. The distortion distribu-
tion pattern also varies. The transverse and longitudinal bead
pattern depositions have a concave shape in the direction of
cladding and spiral bead deposition pattern has a bowl shape
due to the bead deposition in both transverse and longitudinal
directions. Experimental distortion measurements were com-
pared with the numerical results from the two techniques for

ITC and DEA solution methodologies in Figs. 15 and 16, as
well as the Table 5. From the figures, it can be concluded that
DEA technique gives reliable results regarding the values and
pattern of distortion. However, the ITC gives less accurate
results, but it shows relatively acceptable patterns of distor-
tion. The error for the flatness values of transverse, longitudi-
nal, and spiral patterns using DEA are 4.7%, 30%, and 15%
comparing to 31%, 73%, and 11% error for the ITC technique.
The results from experimental measurements, simulation with
DEA technique, and simulation with ITC technique are com-
pared in a graph in Fig. 17.
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a b cFig. 20 Various simulated
patterns of spiral disposition on
specimens with dimensions of
75 mm× 35mmwhich were used
for comparison of residual stress
results using ITC technique. a
Filling out-ward. b Filling in-
ward. c Filling diagonally

Table 6 Maximum distortions
(DEA) and residual stresses (ITC)
in specimens with a size of
75 mm× 35 mm and spiral beads
in Fig. 19

Deposition pattern Flatness (mm) Max mean tensile
residual stress (MPa)

Max mean compressive
residual stress (MPa)

Pattern 1 0.117 [− 1.976]: 2.093 291 − 377
Pattern 2 0.015 [− 1.245]: 1.260 327 − 358
Pattern 3 0.000 [− 1.052]: 1.052 472 − 398

Pattern of filling (1) out-ward (2) in-ward (3) diagonally

Fig. 19 Distortion results in a
laser cladded gasket specimen
with two different patterns of
bead deposition using DEA
technique (distortion values were
scaled 10 times larger)
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Fig. 22 Specimen with outer
contour and longitudinal bead
deposition filling

Table 7 Maximum distortions
(DEA) and residual stresses (ITC)
in the 75 mm× 35 mm specimen
with longitudinal beads in Fig. 20

Flatness (mm) Residual stress (MPa)

Transverse Longitudinal Mean

Pattern T C T C T C

1 0.000 [− 1.361]: 1.361 375 − 535 538 − 446 275 − 327
2 0.000 [− 1.331]: 1.331 348 − 493 794 − 390 284 − 288
3 0.000 [− 1.377]: 1.377 381 − 524 819 − 429 285 − 312
4 0.000 [− 1.359]: 1.359 356 − 475 774 − 380 279 − 280
5 0.000 [− 1.138]: 1.138 630 − 518 886 − 415 397 − 306
6 0.000 [− 1.275]: 1.275 725 − 518 919 − 418 439 − 307

T: Tensile, C: Compressive

Flatness (DEA) in the specimen with transverse beads is 0.000 [− 1.732]: 1.732
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aFig. 21 Various simulated
patterns of bead disposition on
specimens with dimensions of
75 mm× 35mmwhich were used
for comparison residual stress
results using ITC technique. a
Longitudinal. b Transverse
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4 Model application

In this section, the simulation results of hardness, distortion,
and residual stress are discussed and compared for specimens
with the various substrate and clad sizes, as well as patterns of
bead deposition.

4.1 Hardness results using ITC

It was shown in Figs. 6 and 7 that the ITC technique produces
an accurate and acceptable prediction of hardness values.
Therefore, this technique was adopted to calculate the hard-

Fig. 23 Specimens with
transverse and longitudinal bead
deposition patterns with various
sizes. a 75 mm× 50 mm. b
100 mm× 50 mm. c 150 mm×
35 mm
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Fig. 24 Flatness values for
specimens with transverse and
longitudinal bead deposition
patterns and for specimens with
various sizes (DEA)

Table 8 Maximum distortions (DEA) and residual stresses (ITC) in
specimens with the size of 75 mm× 35 mm with spiral outer contour
and longitudinal filling

Pattern Flatness
(mm)

Max mean tensile
residual stress
(MPa)

Max mean
compressive
residual stress
(MPa)

1 0.096 [− 1.095]: 1.092 392 − 351

2 0.096 [− 1.448]: 1.051 456 − 332

Pattern 1, outer contour first, then longitudinal deposition filling

Pattern 2, longitudinal deposition filling first, then outer contour
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ness contour on the surface cladded specimens with various
types of bead depositions and to compare the effect of clad-
ding pattern on values and variation of hardness in the cladded
area and substrate. The simulated hardness contours of the
specimens with longitudinal, transverse, and spiral patterns
of cladding are shown in Fig. 18 which indicates that the
specimens with the spiral and transverse patterns of cladding

have the highest and lowest maximum hardness values. In
addition, the spiral pattern of cladding creates more uniform
hardness contour in the clad area.

4.2 Distortion results using ITC and DEA

The DEA technique was further employed to study the effect
of bead deposition patterns on distortion distribution and
values in a gasket part shown in Fig. 19 with a large number
of cladding beads which reveals the effect of bead deposition
pattern on values and distribution of distortions.

Effect of bead deposition pattern was explored by compar-
ing three different patterns including out-ward, in-ward, and
diagonal filling (Fig. 20) with the bead geometry of 8 mm
width, 1 mm height, and 50% overlap. The results from
Table 6 indicate that the out-ward and diagonal patterns

Table 9 Maximum distortions in specimens with various sizes (DEA)

Dimension (mm) Flatness (mm)

Longitudinal beads Transverse beads

75 × 50 0.000 [− 1.648]: 1.648 0.000 [− 1.775]: 1.775

100 × 50 0.000 [− 2.192]: 2.192 0.000 [− 2.540]: 2.540

150 × 35 0.000 [− 3.401]: 3.401 0.000 [− 2.540]: 2.540

Fig. 26 Specimens with two 50%
overlapped beads (a). 3D view of
specimen with the size of
100 mm× 30mm× 6 mm (b). 3D
view of specimen with the size of
500 mm× 30 mm× 6 mm (c)
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caused the highest (2.093 mm) and lowest (1.052 mm) values
of flatness. In another study, the effect of the order of longitu-
dinal bead depositions on maximum distortion values in spec-
imens with dimensions of 75 mm× 35 mm and similar bead
geometry and overlap to the previous case were investigated
by the DEA technique (Fig. 21). From the results in Table 7, it
can be concluded that the patterns 5 and 3 caused the lowest
and highest flatness values. Another pattern of bead deposi-
tion that was considered was the pattern with outer contour
and longitudinal filling for the specimen with the size of
75 mm × 35 mm (Fig. 22) and similar bead geometry and
overlap as the previous case. Two patterns were studied with
outer contour first and longitudinal filling first. The distortion
result in Table 8 reveals that starting with the outer contour
caused a higher value of flatness than starting with the longi-
tudinal filling.

The influence of substrate dimensions and aspect ratio on
the mechanical and physical properties of the coating layer
was studied. The study was conducted on specimens with
dimensions of 75 mm× 35 mm, 75 mm× 50 mm, 100 mm×
50 mm, and 150 mm× 35 mm (Fig. 23) with the bead geom-
etry of 8 mm width, 1 mm height, and 50% bead overlap. The
resulted flatness in these specimens and the specimen with
75 mm× 35 mm (Pattern 1 in Fig. 21a, b) are shown in Figs.
24 and 25 and Table 9. It is concluded that with larger sizes
and cladded area, distortion values increase. Moreover, the
effect of the time gap between bead deposition was investigat-
ed by comparing the flatness in a specimen with 100 mm and
time gaps of 0.5 s and 30 s, as well as a specimen with 500mm
length and time gaps of 0.5 s and 60 s. The geometry of
specimens are shown in Fig. 26. The results in Table 10 reveal
that the time gap does not have a significant effect on the
developed distortions.

4.3 Residual stress results using ITC technique

It was shown previously that the ITC technique gives an ac-
ceptable result for prediction of residual stress. This technique
was further used to determine the residual stresses in the sur-
face cladded specimens. In Table 6, mean residual stress re-
sults for three different spiral bead deposition patterns were
compared (Fig. 20). This residual stress results in this table
reveal that the diagonal filling pattern induced the highest
values of mean compressive and tensile residual stresses.
The out-ward filling and in-ward bead deposition patterns
induced the lowest values of mean tensile and compressive
residual stress. In Table 7, maximum tensile and longitudinal
residual stresses in the 75 mm × 35 mm specimen with six
longitudinal patterns of bead deposition are depicted.
Patterns 6 and 1 developed the highest and lowest mean ten-
sile residual stress and patterns 1 and 4 induced the highest
and lowest mean compressive residual stress.

Table 11 depicts the mean residual stress results calculated
by the ITC technique in the specimens similar to the experi-
mental ones with three patterns of bead deposition. From this
table, it can be concluded that the spiral and transverse pat-
terns of cladding caused the highest (− 1718 MPa, 572 MPa)
and lowest (− 425 MPa, 355 MPa) values of mean compres-
sive and tensile residual stresses. In addition, the transverse
and longitudinal residual stresses in the mentioned specimens
with transverse and longitudinal bead depositions were com-
pared in Table 12 that reveals that transverse bead deposition
developed lower values of residual stresses. The comparison
of residual stresses in specimens with various sizes (Table 13)
reveals that highest residual stress was observed in the speci-
men with the dimensional aspect ratio of 4.28 (150 mm/
35 mm) and the lowest residual stress was observed in the

Table 10 Maximum distortions (DEA) in specimens with two 50% overlapped beads with the sizes of 100 mm× 35 mm and 500 mm× 35 with two
different time gaps between two beads

Specimen length 100 mm 500 mm

Time gap 0.5 s 30 s 0.5 s 60 s

Flatness (mm) 0.000 [− 0.627]: 0.627 0.000 [− 0.627]: 0.627 0.000 [− 3.604]: 3.604 0.000 [− 3.604]: 3.604

Table 11 Maximum mean residual stresses (MPa) in the specimens in
Fig. 1 using ITC technique

Deposition pattern Tensile Compressive

Transverse 355 − 425
Longitudinal 362 − 457
Spiral 572 − 1718

Table 12 Maximum residual stresses (MPa) in the specimen with the
size of 75 mm× 35 mm (ITC)

Transverse bead deposition Longitudinal bead deposition

Transverse Longitudinal Transverse Longitudinal

T C T C T C T C

402 − 688 754 − 600 461 − 668 729 − 646

T: Tensile, C: Compressive
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specimen with the dimensional aspect ratio of 2 (100 mm/
50 mm). In Table 14, the effect of the time gap between de-
position of the subsequent overlapped bead was investigated
for a specimen with 100 mm and time gaps of 0.5 s and 30 s,
and a specimen with 500 mm length and 0.5 s and 60 s time
gaps. The results indicate that a longer time gap developed
higher tensile residual stresses and lower compressive residual
stresses.

It is noticed that no configuration provides an ideal solu-
tion. However, by performing simulation studies for each in-
dustrial cladding project, decisions can be made by the man-
ufacturer to achieve the desired strength and optimized resid-
ual stress and distortion in the cladded part.

5 Summary and conclusions

When performing process planning operations for general ma-
chine tool or robotic-based systems utilized for additive
manufacturing, in many environments planners will modify
machining tool paths. In the present study, it is clearly shown
that deposition strategy influences the final results, and that
additive tool paths are not the opposite of material removal
tool paths. Classic ‘facing’ tool paths used for machining are
emulated for laser cladding. Complementary research, focus-
ing on efficient simulation methodologies, were investigated
to predict hardness, residual stress, and distortion results for
large-scale parts.

Table 13 Maximum residual
stresses (MPa) in specimens with
various sizes (ITC technique)

Dimensions (mm) Longitudinal bead deposition Transverse bead deposition

Longitudinal stress Transverse stress Longitudinal stress Transverse stress

T C T C T C T C

75 × 50 546 − 434 377 − 517 553 − 446 376 − 506
100 × 50 513 − 413 373 − 494 545 − 445 378 − 496
150 × 35 546 − 478 389 − 538 495 − 449 376 − 514

T: Tensile, C: Compressive

Table 14 Maximum residual
stresses (MPa) and hardness (HV
200) in specimens with two 50%
overlapped beads with two
different time gaps between two
beads (ITC)

Specimen length 100 mm 500 mm

Time gap 0.5 s 30 s 0.5 s 60 s

Hardness 822 821 800 804

Tensile/compressive residual stress T C T C T C T C

Transverse residual stress 424 − 606 426 − 577 417 − 598 416 − 544
Longitudinal residual stress 1095 − 648 1223 − 648 1107 − 628 1240 − 614
Mean residual stress 467 − 432 527 − 427 473 − 425 532 − 408

MHS

Transient thermal model

Includes thermal, mechanical, 
and metallurgical phenomena

Not efficient for simula�ng 
large-scale parts.

ITC

Accurate for temperature 
history, hardness, residual 

stress, and distor�on results

Accurate for hardness and 
residual stress results

Efficient for simula�ng large-
scale parts.

Includes thermal, mechanical, 
and metallurgical phenomena

Steady-state thermal model

Accurate for distor�on results

Efficient for simula�ng large-
scale parts.

Includes thermal and 
mechanical phenomena

Transient thermal model

DEA
Fig. 27 Laser cladding
simulation techniques in the
present study and their
specifications, advantages, and
disadvantages
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By comparing three transverse, longitudinal, and spiral
bead deposition patterns, it was concluded that the spiral and
longitudinal patterns of cladding bead deposition caused the
highest and lowest values of distortions, as well as the highest
and lowest values of mean compressive and tensile residual
stresses. By investigating the effect of the time gap between
subsequent overlapped beads, it was shown that the time gap
does not affect the maximum distortion values in the cladded
parts. However, a longer time gap increases the tensile resid-
ual stress and decreases the compressive residual stress.
Therefore, rapid positioning moves can have an influence on
the final results—again very different from machining.

By comparing the three spiral bead deposition patterns, it was
shown that thediagonal fillingpattern induced thehighest values
ofmean compressive and tensile residual stresses. The out-ward
filling and in-ward bead deposition patterns induced the lowest
values of mean tensile and compressive residual stress.

The transient moving heat source model, which included all
thermal, metallurgical, and mechanical interactions during
heating and cooling of laser cladding process, generated the
most accurate results for hardness, residual stress, and distor-
tions. However, the computational time is long. Consequently,
this approach is not practical for industrial purposes. The sec-
ond technique, the imposed thermal cycle model, is carried out
by steady-state thermal analysis while considering the thermal,
metallurgical, and mechanical phenomena. The results are ac-
ceptable for hardness and residual stress, but the distortion
results are not accurate. However, the distortion pattern corre-
lates relatively well with experimental observations. In the third
methodology, the distortion engineering analysis, phase trans-
formations are not taken into consideration and the hypothesis
is that the major phenomenon causing laser cladding induced
distortions is the effect of thermal expansion coefficient. The
Fig. 27 flowchart for the laser cladding simulations summarizes
the advantages and disadvantages for each technique.

The future studies will target improving the ITC technique
to be able to give accurate results for distortions, as well as
residual stresses, and hardness, and to explore simulating
large, complex case studies.
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Nomenclature 3D, 3 dimensional; CCT, continuous cooling transforma-
tion; Cp, specific heat capacity (J/kg.K); h, heat convection coefficient
(w/m2K); k, thermal conductivity of the material (W/mm.K);Q, volumetric
heat flux rate from heat source (W/m3); q, heat flux vector (W/mm2); q0,
heat flow density (W/m3).; r0, re, determinate 3D Gaussian radiuses (m); T,
temperature (°K); zi, ze, determinate length of 3D Gaussian (m); x, y, z,
Cartesian coordinate (mm); ρ, density of the material (kg/mm3); ∇, spatial
gradient operator; ε , emissivity; σ, Stefan-Boltzman constant (W/m2k4)
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