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Abstract
The potential for intellectual property theft has been shown in the additive manufacturing industry using acoustic side-channel
attacks lately. This paper aims to discuss the rate of success for recreating the G-Code of an object from the acoustic features and
further elaborates on regression model analysis that provides the G-Code. Acoustic and G-Code data was analyzed in a training
phase and an attack phase. In the training phase, a supervised machine learning algorithm was trained using Python, which is an
interpreted, object-oriented, high-level programming language. During the attack phase, the created algorithm was used to
process new acoustic data and to reconstruct the G-Code. The accuracy of the classification models and the regression models
were determined. The classification accuracy was determined with k-fold cross validation, and the regression model accuracy
was determined by scoring the regression models within the algorithm. Although classification and regression algorithms
developed showed promising results, lower model accuracy was observed when the X and Y motors moved together. In the
future, the team hopes to further increase the model accuracy so that an unknown shape can be replicated successfully. While
security measures for cyber-security have previously been investigated, very little research has considered acoustic side-channel
attacks on their ability to reconstruct G-Code and steal intellectual property. The findings of this novel research project showed
some promising preliminary results on a sample case study.
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1 Introduction

Considered the start of a new industrial revolution with in-
dustry revenue expected to exceed 21 billion dollars by 2020
[1], additive manufacturing (AM) allows production of ob-
jects in a one step process, making product iterations readily
available and without the overhead cost of molding [2]. An
example of a cyber-physical system (CPS), an AM system
incorporates physical hardware with a software system that
is typically connected to a network [3]. But along with the
convenience of AM, potential risks associated with the in-
tellectual property (IP) rights are present. It has become
easier than ever to copy a product with AM methods, creat-
ing the potential for a loss of IP [2]. IP in AM includes the

structure of the device being printed and the parameters of
the process as well as the specific machine used. A printed
object can be reproduced solely with the G-Code (IP), which
gives the machine directions in relation to speed, tempera-
ture, and extrusion amount [1]. Current security measures
have focused on securing machines against cyber based at-
tacks with cloud-based resources and software programs.
However, hackers are able to steal computer-aided design
(CAD)-based models which can be used to reproduce the
parts with the same qualities as the original component [4].
Previous research has focused on protecting the cyber do-
main from IP theft, such as by altering design features in
CAD files, resulting in inferior prints if a unique set of
slicing conditions and other parameters are not met prior to
printing. Security features embedded into the files can help
prevent the exposed vulnerabilities due to the digital nature
of the cyber-domain technology [4]. Nevertheless, attacks in
the physical domain have also occurred. The cyber-physical
domain consists of physical infrastructures that are utilized
to provide cyber services [5]. Past research studies illustrate
the importance of security within the cyber-physical domain
([3, 6], and [7]). The physical component of AM machines
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opens up the system to vulnerabilities due to side-channels.
Side-channels are indirect pathways that lead to the access
of desired data such as obtaining G-Code from vibrational,
acoustic, magnetic, or power emissions. Previous analysis of
side-channels has been used to infer information about cyber
domain data. Therefore, it is important to analyze these side-
channels to better secure the system and prevent leakage of
IP [8].

2 Background and related work

The typical AM process chain is depicted in Fig. 1. In order
to first begin, a CAD model is created which is then con-
verted into an .STL file, that consists of coded instructions
for the slicing software (i.e. Cura) to create the G-Code [9].
Triangular facets are created on the surface of the solid
model, which correspond to numerical data. It is through
these triangular facets that the model can be sliced to get
the contours of each layer thereby creating the G-Code [10].
After being sliced, the G-Code is given to the AM system
and the part is printed. After printing is completed, any
creative supports are removed, and the part is finished.
Previous research has successfully shown a proof of concept
for acoustic side-channel attacks on AM systems using ei-
ther a Zoom H6 recording device or a Nexus 5 smartphone
in addition to electromagnetic signals in order to extract the
G-Code [1, 11]. Al Faruque’s team achieved nearly 90%
accuracy using the sound copying process to duplicate a
key-shaped object in his laboratory. After such a study,
Xu’s team gathered enough acoustic data to enable his re-
searchers to replicate printing a simple object with a 94%
accuracy rate.

The purpose of this work was to try to improve upon what
the previous works could accomplish by incorporating ma-
chine learning and deep learning to the training and attack
algorithms. Inclusion of these techniques will allow for more
accurate shape reconstruction in AM.

3 Methodology

The algorithm works in two phases, the training phase and the
testing (attack) phase. During the training phase, the machine
specific algorithm is developed using supervised machine
learning which links the sounds emitted from the printer to
the G-Code file. This algorithm is feasible because the stepper
motors used in printers, which create audible sound while
printing, emit different sounds based on movement. Each of
the four motors for X, Y, and Z movement as well as one for
extrusion create different audio signals because the load on
each motor is different from motor to motor [1]. Priority is
given to X axis motion in start up since both X and Yaxes have
the same stepper motors. Compared to the X, Y, and Z effects
of the stepper motors, the acoustics of the extrusion nozzle
was low, and it was not considered in this study. The acceler-
ating and decelerating effect of the motors was not considered
during this study either. The audible sounds of an object are
then paired with the known G-Code and used in classification
and regression analysis to create an algorithm to be used in the
attack phase. During the attack phase, a potential attacker
would place a recording device near a printer of the same
model that was used during the training phase and record the
audio signals. Then, using the classification and regression
algorithms created in the training phase, the attacker could
determine the G-Code of the object without ever having to
steal the CAD file that contained it. Thus, the potential of IP
theft is inherently present in modern day AM systems.

4 Training phase set-up

In order to complete the training phase, an Ultimaker 2
Extended+ was used to print the objects tested in this paper
[12]. As it can be seen in Fig. 2, a Zoom H1 recording device
was used at a distance of 20 cm from the corner of the printer at
a 45-degree angle from the front of the device, thereby
preventing one of the X or Ymotor sounds from overpowering
the other [13]. The Zoom H1 incorporated a 90° X|Y stereo
microphone recorded at 24 bit/96 kHz into a waveform audio
file (WAV). In order to prevent interference from another audio

Fig. 1 Additive manufacturing process chain Fig. 2 3D printer with audio recorder (left); 3D printed shape (right)
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source, testing was done in a silent room. The team chose to
keep the recordings at about 15 minutes, therefore preventing
the algorithms, especially the classification cross-validation
analysis, from taking too long to run. However, an increase
in the length of the audio could potentially increase the accu-
racy for simple shapes as it would provide additional layers
which could be averaged out to determine the true shape of the
structure, more testing is needed to confirm or deny this
hypothesis.

5 Preprocessing the data

Before the data could be run through the algorithm, prepro-
cessing was done on the audio data through Audacity (an
audio file editor). The Zoom H1 recording device records in
stereo which was converted to mono in Audacity. To prevent
sound frequencies unrelated to printing from affecting the da-
ta, low-pass and high-pass filters were applied to the audio
signals in Audacity. The audio file was also cut to eliminate
any sound that occurred before and after printing of the object
so that the audio and G-Code files would line up correctly. The
audio was then converted from 96 to 16 kHz. The low-pass
filter was off on the recording device. However, high- and
low-pass filter options were used in Audacity. The sampling
rate from the Zoom H1 was set to 96 kHz at a 24-bit rate in
stereo (wav format). This data was then loaded into Audacity
and converted to mono at a 16 kHz, 16-bit sampling rate.

6 Algorithm creation

The collected audio data was chopped into frames of 50 ms
and put into a matrix that corresponded to the G-Code file
length. Then supervisedmachine learningwas used for feature
extraction. Supervised machine learning is the branch of ma-
chine learning where the data in the training set has known
inputs and outputs. Correlations are determined that create a
predictive model for new data [14]. The created algorithm
contained both classification and regression models for the
data. The classification models were used to determine which
motor was running at any given audio frame for a new set of
untested audio data. After this was determined, the newly
classified data was then run through the regression algorithms
much like the previous known training data would be. The
regression models were used to predict the speed at which
the motor was running for both the training data and the test-
ing data. The theory is expressed in Fig. 3. The goal of this

research was to take known audio and G-Code data and com-
plete a regression model that can predict the G-Code of un-
known audio data after being run through the classification
and regression algorithms. However, accuracy could only be
determined for two different types of models with the known
data files during the training phase. In future work, the goal is
to be able to complete the full classification and regression
models, and focus on the attack phase with an unknown audio
file.

7 Classification algorithm

Figure 4 is a representation of the classifiers that were used.
There were four classifiers used in the algorithm, presented
here. The Z classifier determined if there was movement in the
Z direction. The second classifier determined whether both the
X and Y motors were moving or if only one of them was
moving. If only one of the motors was moving, the third clas-
sifier determined which axis the movement was in. If both
motors were moving, the last classifier determined whether
they moved at the same speed or if they moved at different
speeds. For classification, features in both the time and fre-
quency domain were used, consisting of short time Fourier
Transforms, mel frequency cepstral coefficients, zero crossing
rate, and frame energies. To perform the classification, support
vector classification (SVC) was completed for each of the four
different classifiers.

8 Regression algorithm

The regression models were based on the extracted features
named above. Three regression models were developed. One
for the X direction, one for the Y, and one for both X and Y
motion. Because the distance moved by the Zmotor was con-
stant, a regressionmodel for the Z direction was not necessary.
The predicted feature matrix generated by the regression
models was then fed into another algorithm to achieve the
predicted speed of the printer head. After the predicted speed
data is obtained, it is used to calculate the predicted travel
distance of the nozzle. The values of travel distance and speed
are then used to reconstruct the G-Code based on regression
model predictions. The regression model that was first tested,
a linear regression model, had an accuracy between 20–50%.
The model was then changed to a logistic regression model
which saw the accuracy increase to 70–80%. It is believed that
accuracy remains below 90% due to the enormous size of the
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Fig. 3 Process for G-Code recreation
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feature matrix. With future work, unrelated features could be
determined and removed to increase the accuracy and efficien-
cy of the algorithm. The input data had four features which
generated 442 different divisions of the data, which make it
difficult for logistic regression to work effectively.

9 G-Code reproduction

To recreate the G-Code, outputs from the classification and
regression models need to be combined. The team mainly
focused on increasing the accuracy of the classification and
regression models with the training data. Therefore, the recre-
ated G-Code was based upon the accuracy of the regression
models that were used. The speed was able to be determined
for each of the different classifications of X, Y, XY at the same
speed, and XYat different speeds. The speed was then multi-
plied by the frame size in order to determine the distance
traveled because the G-Code uses change in distance not
speed to direct the printer. Finally, predicted axis, distance,
speed, and extrusion values were all concatenated into the
same matrix. These values were then saved as a comma sep-
arated values file (csv) and exported into an Excel document.
A few minor changes were made in Excel to ensure that the
values obtained from Python had the correct format [15]. After
this, the values were saved as a .gcode file and the file was
exported to a printer simulator environment.

10 Results

10.1 Classification accuracy

The classification accuracy was determined for each branch of
the decision tree and recorded as seen in Table 1. A support
vector machine classification model was used for each of the
four data sets. To determine the accuracy score k-fold cross-
validation was used. The data was split into ten different data
sets. Then, a support vector machine was trained on nine
tenths of the data and tested on the last tenth, ten different

times, each time leaving out a different tenth of the data. The
accuracy for each of these ten tests was determined and the
mean was taken and reported in Table 1. The classification
model was then used to determine which motor wasmoving at
a given time for a new set of audio data during an attack phase.
The information from the classifiers was important for regres-
sion accuracy. Once the active motor was determined, it was
paired with the audio features to determine the speeds and
distance traveled at each respective motor.

10.2 Regression accuracy

A logistic regressionmodel was used in determining the speed
values of the printer. The logistic regression model proved to
be more accurate than the linear regression model. Because
movement in the Z direction was set to standard increments by
the printer, a regression model for the Z direction was omitted.
A regression score for each of the motors was determined and
recorded as shown in Table 2.

10.3 Shape reproduction

A simulation environment was used to recreate the object
obtained from the final G-Code. The predicted data and actual
data did not match completely, so the print data was simulated
in GCodeSimulator (a Java applet) to avoid physical printing
issues and errors [16]. When confident that no harm would
come to the actual printer, the predicted shape was printed out.

Table 1 Classification accuracy for case study hollow rectangle

Classifier Cross Validation Accuracy Score* (%)

Z | Z′ 99.98

1D | 2D 93.30

X | Y 93.30

Same speed | different speeds 61.18

*The k-fold cross-validation accuracy score given was based upon the
hollow rectangle (discussed in the case study). Different shapes yielded
different cross validation accuracy scores, but generally were in the same
range as the score shown above

Table 2 Regression accuracy scores for case study hollow rectangle

Regression model Regression score** (%)

X 79.05

Y 82.17

XY same speeds 97.40

XY different speeds 78.81

**The regression score was based upon one shape and different shapes
gave different regression scores, but generally the scores were in the same
range as the scores shown in this table.

Z | Z' 1D | 2D

X | Y
Same speed |

Different
Speed

Features

Fig. 4 Decision tree for motor classification
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The printed shape was post-processed tomore resemble the
original shape. Any extra filament in the center created by an
error in the regression algorithm was removed and gaps in the
square were filled in. As it can be seen in Fig. 5, the basic
general outline of the original shape was almost identical to
the printed/predicted shape after the post processing
operations.

11 Discussion

Although the team was not able to fully test the capabilities of
the algorithm to test an unseen audio file, the team was able to
test the accuracy of two algorithms that might eventually be
able to do this recreation. The biggest setback in the experi-
ment was being unable to correctly incorporate the XY regres-
sion model when both motors were moving into the G-Code,
especially when the X and Y motors were moving at different
speeds. In order to solve this issue, the team attempted to
average the movements of the X and Y motors and subtract it
from when the motors moved at the same time. However, it
was still difficult for the created algorithm to properly distin-
guish the distance. Because of this, the most accurate model
was the creation of the hollow rectangle (square). Due to the
shape, most of the printing was done in either the X or Y
domain, separately. For the square, the printing that was done
with both motors active was due to the fill structure and there-
fore did not affect the general shape. The X and Y regression
models could determine the general shape of the object being
reproduced. With more accurate regression models, better rec-
reation of the square may be obtained.

12 Case study: hollow rectangle

Classification and regression models were completed on the
audio and G-Code data and the accuracy of the results may be
found in Tables 1 and 2. The purpose of the classification
model was to later determine which motor was running from
untested audio data. This information was then put into the
regression algorithm. The purpose of the regression algorithm
was to determine the changing distance of the motor by using
pre-classified data from the training phase for the newly

classified data based upon the classification algorithm from
the testing phase. Like the classifier, there were also four dif-
ferent regression models. For the classifiers, one model deter-
mined whether or not the Z axis was running. The next deter-
mined whether movement was in one dimension or two. The
third was for one dimensional data and determined whether or
not it moved in the X or Y direction, and the last was for two-
dimensional data and determined whether or not the two X and
Y motors were moving at the same speeds or at different
speeds. For analysis, efforts were focused on the regression
algorithm in the training phase and the processed data was
used to recreate the shapes as shown in Fig. 5. The outer sides
of the created shape closely resembled the model that was
printed with the original G-Code file, with the exception being
the addition of the inner wall matrix which was removed be-
fore the photo and placed next to the finished post-processed
model. To see if the accuracy could be improved, the data for
concurrent X and Y motor movements at the same speeds as
well different speeds was added. When included, the model
did not appear to be as accurate as the previous model. The
team believes this is due to the inner structure of the original
printed shape, which was created with the movement of the X
and Y motor at the same time in a diagonal motion. This data
was not important for obtaining the general shape of the mod-
el, so the team chose to stick with the analysis done in the X, Y,
and Z directions.

In the future, the goal is to eliminate this reduction of ac-
curacy with the inclusion of more regression models to create
a more holistic model that is capable of the recreation of
shapes that do not only contain right angles and straight lines.
An object similar to the real object was able to be obtained
through regression analysis in the testing phase as shown in
Fig. 5.

13 Conclusion

This research study developed a new working algorithm
which successfully ran on both simulation software and on
an Ultimaker Extended 2+ printer which could determine the
general shape of a sample AM object with very high accura-
cies. The current study shows promising results for the possi-
bility of using this model for complex shapes in the future,

Fig. 5 Simulated predicted shape
(left), original shape (center),
printed/predicted shape (right)
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which previous research studies have not addressed. The in-
consistency present in the shape was due to the created algo-
rithm, which could not accurately predict the speed, resulting
in the data being inconsistent with the original G-Code. To
omit the inaccurate data, the experiment focused on motor
movements that occurred either in the X, Y, or Z direction only.
Tests were then limited to shapes created with right angles. For
future work, once the accuracy of the classification and regres-
sion models is increased or a more accurate algorithm is in-
troduced, any untrained audio file could be run through the
entire algorithm and more complex shapes with different an-
gles could be introduced. As model accuracy increases, the
possibility of theft of more complex IP data will rise in the AM
industry, potentially undetected by traditional security
measures.
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