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Abstract In this study, three different modeling approaches,
namely, a model with moving heat source, a model with high
effective heat source named instantaneous heat source, and a
model with instantaneous heat source as well as coarser mesh
density, were employed to systematically investigate welding
residual stress and deformation in a multi-pass butt-welded
joint. Moreover, the difference of material properties especial-
ly yield stress between base metal and weld has been consid-
ered. In addition, the hole-drilling method and three-
coordinate measuring technique were employed to obtain
welding residual stress distribution and deformation, respec-
tively. The comparison between simulation results and mea-
surements suggests that the model with moving heat source
can obtain a good prediction of both welding residual stress
and deformation, while the model with instantaneous heat
source can only provide a reasonable result for welding resid-
ual stress but fail to predict welding deformation. However,
the latter model can save a large amount of computing time.
Numerical results indicate that the mesh density in the longi-
tudinal direction has an insignificant influence on the calcu-
lated results of welding residual stress and deformation if the
developed instantaneous heat source model has been used.
From the viewpoint of engineering application, the model
with instantaneous heat source model and coarser mesh den-
sity is potentially able to predict welding residual stress distri-
bution in thick-plate joint using a shorter computing time.

Keywords Welding deformation . Residual stress . Finite
element method . Computing time . Prediction accuracy

1 Introduction

Arc welding is one of the most commonly joining techniques
used in many manufacturing industries such as steel structure
construction, power plant, ship building, and so on, due to its
high productivity, design flexibility, and cost effectiveness.
Owing to the highly concentrated heat input used in the
welded joint, residual stress especially the high tensile residual
stress and deformation are developed in and around the weld
region due to the large temperature gradients generated among
the weld, heat-affected zone, and base metal. The exaggerated
welding residual stress in the weld zone and its vicinity seri-
ously affect ultimate strength, fatigue strength, and structural
stability. In addition, excessive deformation in welded struc-
tures significantly degrades manufacturing accuracy.
Therefore, an accurate and reliable prediction of the welding
residual stress and deformation is very important [1].

With the rapid development of the computational welding
mechanics and the computer technology, computational ap-
proaches based on the finite element method have been im-
proved stepwise andwidely used to predict the welding residual
stress and deformation in actual engineering structures [2, 3].
However, one of the larger obstacles which postpone the appli-
cation of numerical welding simulation in virtual manufactur-
ing industries is the too long calculated time if the dimensions
of the weld part are too large. Therefore, to develop highly
effective and accurate computation tools is an urgent, meaning-
ful, and challenging task in welding community [4].

Up to now, several simplified methods to predict welding
residual stress and deformation have been proposed to increase
computing speed [5–10]. Based on the moving heat source with
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Gauss distribution, Cai and his co-workers [11] established a
simplified heat source named string heat source model to shorten
computing time. Hong et al. [12] proposed a method to combine
several weld passes into an equivalent one. Although thismethod
can largely reduce the total number of weld pass in numerical
model, it just can roughly estimate thewelding residual stress and
the computational accuracy cannot be guaranteed. Recently,
Murakawa and his co-workers [13, 14] developed an iterative
substructure method based on their in-house program to signifi-
cantly accelerate computing speed in 3D finite element analyses.
Deng and Kiyoshima [15] proposed a heat source model named
variable length heat source to simulate welding residual stress
distribution in a multi-pass butt-welded joint for saving comput-
ing time and keeping a highly accurate prediction. Barsoum et al.
[16] proposed a computational approach with rapid dumping to
simplify the heat source model so as to shorten the computing
time. Most recently, Ma [17] developed an accelerated explicit
method and graphical processing units parallel computing pro-
gram to simulate welding-induced transient thermal stress and
deformation for large-scale welded structures.

When a commercial software such as MSC. Marc is
adopted to predict welding residual stress distribution and de-
formation in a multi-pass welded joint, the computing time
and prediction accuracy can be balanced through carefully
considering modeling approach. In a modeling approach, the
computing time can be largely reduced through employing a
simplified heat source model and designing a reasonable
mesh. This consideration is very meaningful to analyze the
welding residual stress distribution and deformation for the
practical engineering welded structures.

In the current study, both numerical simulation technology
and experimental method were employed to obtain the welding
residual stress distribution and deformation for validation.
Firstly, three finite element models, namely, a model with mov-
ing heat source, a model with instantaneous heat source, and a
model with instantaneous heat source as well as coarser mesh
density, were developed to simulate welding residual stress dis-
tribution and deformation in low-alloy high-strength Q345 steel
multi-pass butt-welded joint. Then, the hole-drilling method
was carried out to measure the welding residual stresses on
the surface of the mock-up, while the three-coordinate measur-
ing instrument was used to obtain the out-of-plane deformation
distribution of the butt-welded joint. Based on the comparison
between simulation results and the measurements, the influence
of modeling approach on computing time and prediction accu-
racy has been clarified in detail.

2 Experimental procedure

As shown in Fig. 1, a butt-welded joint with V groove was
fabricated by CO2 gas arc welding process. The length, width,
and thickness of the joint are 300, 300, and 16 mm,

respectively. The base metal is low-alloy high-strength steel
named Q345, and the filler metal is ER50-2 wire with diam-
eter of 1.2 mm. The chemical compositions of the materials
used in the mock-up are summarized in Table 1. The welding
method was CO2 gas arc welding process; welding conditions
are shown in Table 2. The specimen was welded bymulti-pass
welding procedure. The total number of weld pass was five.
The sequence of weld pass is schematically illustrated in
Fig. 2. During the experiment, the inter-pass temperature
was lower than 100 °C.

After welding, the hole-drilling method [18] was used to
measure the welding residual stress on the upper surface of the
specimen. The measuring locations are shown in Fig. 3. The
device used to measure welding residual stress is ASM1.0.
The values of the Young’s modulus and Poisson’s ratio of
the Q345 steel were set to be 209 GPa and 0.29 in advance,
respectively. Then, the value of residual stress could be auto-
matically calculated through using the released strains mea-
sured by the device [19, 20]. The whole experiment process
conforms to the standard ASTM E837-08 [19].

At the same time, the out-of-plane deformation of the spec-
imen after welding was measured by a three-coordinate mea-
suring system [21] named ROMER INFINITE 2.0. Deflection
distributions of the welded plates were acquired by using the
different displacement in Z-coordinate before and after
welding.

3 Finite element analysis

Based onMSC.Marc code [22], a thermo-elastic–plastic finite
element method was proposed to predict welding residual
stress and deformation induced by CO2 gas arc welding in
Q345 butt-welded joint with 16-mm thickness. The thermo-
mechanical behavior was computed by using a sequentially
coupled formulation. Firstly, the welding temperature field is
calculated according to the given welding conditions, and
then, the temperature history in each node is used as the ther-
mal load in the succeeding mechanical analysis.

In this research, considering geometrical symmetry, half of
the model was used for saving the computing time. The di-
mensions of the 3Dmodels were the same as the experimental

Fig. 1 Dimensions of the specimen (unit: mm)
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specimen. To balance the computing time and the prediction
accuracy, finer meshes were designed at the weld zone and its
vicinity and their size gradually increased along with the dis-
tance from the weld center [20, 23]. To clarify the effect of
mesh density in the longitudinal direction on welding residual
stress and deformation, two different models were established.
In these models, the number of divisions in longitudinal direc-
tion is 60 and 20, respectively. In the finite element model
with finer mesh, the number of node is 37,515, and the num-
ber of element is 33,360. In the finite element model with
coarser mesh, the number of node is 12,915, and the number
of element is 11,120. The finite element models are shown in
Figs. 4 and 5. The element type used in the thermo-mechanical
coupled analysis is type 7 (3D brick element) [22].

3.1 Heat source and thermal analysis

During the welding, the element “birth and death” technique
was used to simulate the depositing process of the weld bead.
In the thermal analysis, transient nonlinear heat transfer anal-
ysis was performed by using with appropriate heat source
models. The thermal cycle during the welding at each node
and the transient temperature distribution in the whole range
of model were obtained by the following equation [10]:

ρc
∂T
∂t

x; y; z; tð Þ ¼ −∇ q! x; y; z; tð Þ þ Q x; y; z; tð Þ ð1Þ

where ρ is the density of the materials (g/mm3); c is the
specific heat capacity (J/(g °C)); T is the current temperature
(°C); q! is the heat flux vector (W/mm2);Q is the internal heat
generation rate (W/mm3); x, y, and z are the coordinates in the
reference system (mm); t is the time; and ∇ is the spatial
gradient operator. The nonlinear isotropic Fourier heat flux
constitutive equation was employed [10]:

q!¼ −k∇T ð2Þ

where k is the temperature-dependent thermal conductivity
(J/(mm s °C)).

Generally, the heat source model is considered to be a
significant aspect of the welding thermal analysis. In the
past decades, a variety of models including cone-shaped
volumetric heat source with Gaussian distribution [24]
and double-ellipsoidal volumetric heat source [25] are

Table 1 Chemical composition
of the materials used in the mock-
up (wt%)

Material Composition

C Si Mn P S Ti V Nb

Q345 0.20≤ 0.55≤ 1.0–1.6 0.045≤ 0.045≤ 0.02–0.2 0.02–0.15 0.015–0.06

ER50-2 0.09 0.66 1.20 0.016 0.02 – – –

Table 2 Welding conditions for
each pass Weld pass number Welding

current (A)
Arc voltage (V) Welding speed

(mm/s)
Net heat input
(KJ/mm)

1 105 24.0 1.67 1.51

2 240 28.0 4.62 1.45

3 265 29.0 3.70 2.08

4 265 29.0 3.16 2.43

5 270 29.0 2.86 2.74

Fig. 2 Weld pass positioning and the welding sequence in cross section Fig. 3 Locations of strain gauges for residual stress (unit: mm)
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employed to simulate the welding process. In order to
improve the computation efficiency, Sun and Deng et al.
[26] developed an instantaneous heat source model. In
this study, a double-ellipsoidal volumetric heat source
model was employed. Meanwhile, in order to investigate
the influence of different modeling approaches on com-
puting time and prediction accuracy of welding residual
stress and deformation, an instantaneous heat source mod-
el was also employed.

In the double-ellipsoidal volumetric heat source model,
the heat input is defined separately over two regions and
conveniently expressed by a local coordinate system mov-
ing with the heat source. One region is in front of the arc
center (x > 0), and the other (x ≤ 0) is defined behind the
arc. The front half of the source is the quadrant of one
ellipsoidal source, and the rear half is the quadrant of
another ellipsoid. The schematic of heat flux distribution
in double-ellipsoidal volumetric heat source model is
shown in Fig. 6.

The power density distribution inside the front quadrant
becomes

q x
0
; y

0
; z

0
; t

� �

¼ 6
ffiffiffi
3

p
f f Qw

πa f bc
ffiffiffi
π

p e−3 x0=a fð Þ2e−3 y0=bð Þ2e−3 z0=cð Þ2 x > 0ð Þ ð3Þ

Similarly, for the rear quadrant of the source, the power
density distribution inside the ellipsoid becomes

q x
0
; y

0
; z

0
; t

� �

¼ 6
ffiffiffi
3

p
f rQw

πarbc
ffiffiffi
π

p e−3 x0=arð Þ2e−3 y0=bð Þ2e−3 z0=cð Þ2 x≤0ð Þ ð4Þ

where ff and fr are parameters which give the fraction of the
heat deposited in the front and rear quadrants, respectively.
Note that ff + fr = 2. In the current study, ff and fr are assumed

Fig. 5 The coarser finite element
mesh for the multi-pass butt weld

Fig. 4 The finer finite element
mesh for the multi-pass butt weld
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to be 0.6 and 1.4, respectively [1]. The ellipsoid axes af (or ar),
b, and c are the shape parameters of the double-ellipsoidal
volumetric heat source model in x′, y′, and z′ direction, respec-
tively. These shape parameters are adjusted to create a reason-
able melted zone according to the welding conditions, and
their values are summarized in Table 3. The peak temperature
of weld pool is controlled in the range between 1600 and
1800 °C. Qw is the power of the heat source. It can be calcu-
lated according to the welding current, the arc voltage, and the
arc efficiency. For CO2 gas welding process, the arc efficiency
(η) is assumed to be 0.8 [27].

In the instantaneous heat source model, there are some
characteristics as follows:

& The heat source has a uniform density, and its volume is
equal to that of the full weld pass.

& In the finite element model, the cross-sectional area of the
heat source is roughly equal to that of weld pass measured
by the experiment.

& Heating the whole weld pass and keeping a certain time,
the total length of the heat source is equal to that of the
weld pass.

For the instantaneous heat source model, the heat input of
each weld pass can be calculated by using the welding

parameters as shown in Table 2. The heat flux of each weld
pass can be obtained by solving the following governing equa-
tion:

qi ¼
ηUiI iL

i

υithiV i
ð5Þ

where qi is the heat flux of the ith weld pass, η is the arc
efficient,Ui is the arc voltage, Ii is the welding current, L is the
full length of the weld pass, υi the welding speed, Vi is the
volume of the ith weld pass, and thi is the total heating time of
the ith weld pass. In general, throng several trial computations
and comparing the cross-sectional shapes of fusion zone and
heat-affected zone with those obtained bymoving heat source,
the value of thi can be determined.

Besides considering the heat source model, heat losses due
to convention and radiation are also considered in the finite
element model. The heat loss caused by convection (qc) is
described as follows [19]:

qc ¼ −hc Ts−T 0ð Þ ð6Þ

where hc is the heat transfer coefficient, Ts is the surface
temperature of the specimen, and T0 is the ambient tempera-
ture which is assumed to be 20 °C. The heat loss due to
radiation is considered by using Stefan–Boltzman law [23]:

qr ¼ −εσ Ts þ 273ð Þ4− T0 þ 273ð Þ4
n o

ð7Þ

where ε is the emissivity and σ is the Stefan–Boltzman
constant.

In this study, the temperature-dependent thermal physical
properties [28] of low-alloy steel (Q345) such as thermal con-
ductivity, density, and specific heat are employed in the thermal
simulation as shown in Fig. 7. Furthermore, the thermal effects
due to solidification of the weld pool aremodeled by taking into

Fig. 6 Double-ellipsoidal volumetric heat source model

Table 3 Parameters of heat source

Weld pass number Parameters

af (mm) ar (mm) b (mm) c (mm)

1 5 8 4.8 3

2 8 16 6.3 4

3 10 20 6.3 4

4 5 10 13 2.5

5 5 10 17 3.3
Fig. 7 Temperature-dependent thermal physical properties
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account the latent heat for fusion. The value of the latent heat of
low-alloy steel is set to be 270 J/g [29] in the finite element
model. The liquidus temperature and the solidus temperature
are assumed to be 1500 and 1450 °C, respectively.

3.2 Mechanical analysis

In the mechanical analysis, the temperature histories of each
node computed by the thermal analysis as the input informa-
tion. The same finite element mesh was used in the thermal
analysis. The boundary conditions of the 3D models which
are used to prevent rigid body motion of the 3D models are
shown in Fig. 8. In the 3D models, because of the symmetry of
the finite element model, the symmetry plane is fixed in Y-
direction. The point P1 in Fig. 8 is constrained in theX-direction
and the Z-direction, and the point P2 is constrained only in the
Z-direction. P1 and P2 are the start point and the end point of
the centerline in the symmetry plane, respectively. Similar to
thermal analysis, the temperature-dependent mechanical prop-
erties [28] such asYoung’smodulus, yield strength, and thermal
expansion coefficient were also employed as shown in Fig. 9.

For Q345 steel, because the carbon equivalent is relatively
small, it can be inferred that the solid-state phase transforma-
tion will have an insignificant influence on the welding resid-
ual stress and deformation [30]. In addition, because a rela-
tively large heat input was used to perform the welding, the
phase fraction of martensite is very limited in both the fusion
zone and heat-affected zone. Based on the above two reasons,
the phase change was neglected in the current simulation. In
addition, the period with high temperature during the whole
thermal cycle was very short, so the creep behavior was also
ignored. Therefore, the total strain can be decomposed into
three components as follows [31]:

εtotal ¼ εe þ εp þ εts ð8Þ

where εe, εp, and εts stand for elastic strain, plastic strain,
and thermal strain, respectively. Elastic strain is modeled by
using the isotropic Hooke’s law with temperature-dependent
Young’s modulus and Poisson’s ratio. The thermal strain is
calculated by using temperature-dependent coefficient of ther-
mal expansion. For the plastic strain, a rate-independent plas-
tic model is employed with the Von Mises yield surface and

temperature-dependent mechanical properties. As the effect of
work hardening is insignificant in low-carbon steel, it was
ignored in this study.

3.3 Simulation cases

In the present study, the analyses of the welding residual stress
and deformation were performed on a personal computer with
Intel Quad-Core CPU 2.5 GHz. Apart from developing finite
element model which accurately simulates the welding residual
stress and deformation for multi-pass joints, another emphasis
was to investigate an acceptable modeling approach to balance
computing time and prediction accuracy. Thus, three cases are
performed in the numerical analysis. The simulation cases are
showed in Table 4. In case A, a 3Dmodel with finer mesh and a
moving heat source is employed to simulate the welding pro-
cess. In case B, the type of the model is identical to case A,
while an instantaneous heat source model is used instead of
moving heat source model. In case C, a 3D model with coarser
mesh in longitudinal direction and an instantaneous heat source
model which is the same as that used in case B is employed.

4 Results and discussions

4.1 Comparison of residual stress

In order to quantitatively compare welding residual stress
among three simulation cases, four paths namely line 1, line

Fig. 8 Mechanical boundary conditions of the 3D model

Fig. 9 Temperature-dependent mechanical properties

Table 4 Simulation cases

Case Finite element model Heat source model

Case A 3D model (finer) Moving heat source

Case B 3D model (finer) Instantaneous heat source

Case C 3D model (coarse) Instantaneous heat source
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2, line 3, and line 4 have been defined in the middle section of
fine element model. The four paths are shown in Fig. 10. Line
1 and line 2 are the top and bottom surfaces of themiddle cross
section, respectively. Line 3 is the central line of the weld, and
line 4 is the central line of the middle cross section.

In this section, the simulation results and the measured data
are compared. Figure 11a, b shows the longitudinal residual
stress distribution and transverse residual stress distribution,
respectively. From those figures, it can be observed that the
gradient of welding residual stresses is very small along the
longitudinal direction in the steady region. Based on these
results, the residual stresses measured by experiment can be
plotted along the centerline (line 1) of the top surface. Also, it
is clear that the maximum longitudinal residual stress appears
in the weld zone, while the maximum transverse residual
stress occurs in the heat-affected zone.

Figure 12 shows the longitudinal residual stress distribu-
tions along line 1. The purple spots represent the experimental
measurements obtained by the hole-drilling method; the solid
curves, dash curves, and dot curves are the simulated results
predicted by case A, case B, and case C, respectively. In this
figure, it can be found that the simulated results of the three
cases are in very good agreement with the measurements at
the weld zone and its vicinity. However, the measurements are
larger than the simulated results in the region whose distance

from the weld centerline is larger than 15 mm. This difference
is caused by the initial residual stresses introduced by the
manufacturing process before welding [32]. Because the weld
zone and its vicinity underwent a thermal cycle with high peak
temperature during welding process, the initial residual stress-
es in this region were completely canceled by welding.
Therefore, the initial residual stress has no influence on the
final residual stress after welding. In contrast, the initial resid-
ual stresses in the region which are far away from the weld
zone were hardly influenced by welding process because the
peak temperatures were not high enough. Comparing the sim-
ulated results, it can be seen that the shapes of longitudinal
residual stress distribution of three cases are much similar.
Carefully observing this figure, one can find that the longitu-
dinal tensile residual stresses within the region of
15 mm ≤ Y ≤ 30 mm in case A are higher than those in case
B and case C. It is interesting that there is nearly no difference
between case B and case C. The peak tensile stresses of case
A, case B, and case C are 489, 493, and 493 MPa, respective-
ly. These values are very close to the yield strength of weld
metal (487 MPa) at room temperature.

Figure 13 shows the transverse residual stress distributions
along line 1 predicted by these three simulation cases.
Meanwhile, the corresponding measured data are plotted in
the same figure. From this figure, one can know that although

Fig. 10 Middle cross section of the analysis model

Fig. 11 Residual stress
distributions. a Longitudinal
residual stress distribution. b
Transverse residual stress
distribution
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the shape of transverse residual stress distribution measured
by experiment is roughly similar to those predicted by finite
element model, the measured data are slightly larger than the
simulated results. Comparing these three simulation cases, it
can be found that case B and case C almost have the same
distribution shape, while there are some differences between
case A and case C. The maximum value of both case B and
case C is 200 MPa, and this is larger than the peak value of
case A, which is 150 MPa.

Both Figs. 12 and 13 suggest that the residual stress distri-
butions along line 1 are slightly affected by the heat source
model, while it seems not sensitive to the mesh density in
longitudinal direction.

Figures 14 and 15 compare the distributions of longitudinal
and transverse residual stress along line 2, respectively.
Figure 14 tells us that the numerical results of the three cases
are generally similar in the whole range. Carefully comparing,
it is clear that the region with high longitudinal tensile stress in
case A is slightly wider than those in case B and case C. One
can also obverse that there is a difference between case A and

case B within the region of 15mm ≤ Y ≤ 30mm, while there is
no difference between case B and case C.

Figure 15 is similar to Fig. 14; there are some differences
between case A and case B, but there is no difference between
case B and case C.

Figures 16 and 17 show the distribution of longitudinal and
transverse residual stress along line 3, respectively. From
Fig. 16, one can know that case A is slightly different from
case B and case C, while the difference between case B and
case C is insignificant. The maximum value of longitudinal
residual stress of both case B and case C is 560 MPa, while
that of case A is 550 MPa. This peak value is larger than the
yield strength of the weld metal at room temperature. Base on
the above comparison, it can be concluded that the longitudi-
nal residual stress is not sensitive to heat source model and
mesh density in welding direction.

From Fig. 17, it can be found that transverse residual
stresses are much smaller than the longitudinal residual
stresses. Similar to Fig. 16, there are some differences

Fig. 12 Longitudinal residual stress distribution along line 1

Fig. 13 Transverse residual stress distribution along line 1

Fig. 14 Longitudinal residual stress distribution along line 2

Fig. 15 Transverse residual stress distribution along line 2
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between case A and case B, while there is no difference
between case B and case C. This figure indicates that
the heat source model can affect the transverse residual
stress to some extent, while mesh density in welding
direction has a very limited influence.

Figures 18 and 19 show the longitudinal residual stress
distributions and transverse residual stress distributions
simulated by those three cases along the welding line on
the top surface, respectively. One can know that the shape
of residual stress computed by case A, case B, and case C
is very similar, and there is no difference between case B
and case C within the region of 50 mm < X < 250 mm. In
addition, the longitudinal and transverse residual stress
distributions predicted by both case B and case C have a
symmetr ic shape wi th respect to the l ine wi th
X = 150 mm, while those computed by case A are asym-
metric. As shown in Figs. 18 and 19, both the maximum
longitudinal stress and the peak transverse stress of case A

appear at the location with X = 220 mm. In Fig. 18, the
maximum value of longitudinal residual stress simulated
by case A is about 500 MPa, while the peak values of
longitudinal residual stress simulated by case B and case
C are approximately 480 MPa. These are very close to the
yield strength of weld metal (487 MPa) at the room
temperature.

Through comparing the residual stress distributions among
case A, case B, and case C, it can be observed that even
though case A can provide a more detailed information on
residual stress distribution, the differences among three cases
are not significant. This means that case C with instantaneous
heat source model and coarse mesh density in welding direc-
tion can provide an acceptable simulation result of welding
residual stress.

Fig. 16 Longitudinal residual stress distribution along line 3

Fig. 17 Transverse residual stress distribution along line 3

Fig. 18 Longitudinal residual stress distribution along the welding line
on the top surface

Fig. 19 Transverse residual stress distribution along the welding line on
the top surface
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4.2 Comparison of welding deformation

4.2.1 Transverse shrinkage

Figure 20 compares the transverse shrinkage (Y-displacement)
distributions on the middle cross section of the plate simulated
by case A, case B, and case C. From this figure, it is clear that
the transverse shrinkage distributions have a large gradient at
the weld zone and its vicinity. It also can be found that the
maximum absolute values of transverse shrinkage simulated
by those three cases are about 1.12, 0.27, and 0.28 mm, re-
spectively. Furthermore, it can be seen that transverse shrink-
age distributions through thickness in these three cases are

uniform. The top surface has the largest shrinkage, while the
bottom has the smallest one.

Figure 21 compares the transverse shrinkage deformation
along line 4. In this figure, one can find that the absolute value
of transverse shrinkage increases rapidly at the weld zone and
its vicinity, and then, the curves converge to stable value. In
addition, the absolute values of case A are much larger than
the other two cases. This is because when case B and case C
employed the instantaneous heat source model, the materials
along the welding line experienced similar thermal cycles at
the same time. It can result in a substantial reduction of the
restraint intensity in transverse direction. Because a moving
heat source model was used in case A, the restraint intensity in
transverse direction is larger than case B and case C. During
heating, a large compressive plastic strain in transverse direc-
tion produced in case A, while relatively small plastic strain
generated in case B and case C because of the weaker
constraint.

4.2.2 Out-of-plane deformation

Figure 22 compares the deflection distributions along line 1
computed by case A, case B, and case C, and the correspond-
ingmeasurements are also plotted in the same figure. From the
figure, it can be found that the numerical results predicted by
case A match the experimental measurements well both in
shape and inmagnitude, whereas the simulation results of case
B and case C are significantly smaller than the measured data.
This figure also tells us that the simulation result of case B is
roughly the same as that of case C. Comparing these three
cases, it can be observed that the maximum deflection of case
A is approximately 4.8 mm, and the maximum deflections in
case B and case C are about 2.3 mm. Thus, the out-of-plane
deformation predicted by moving heat source model is almost
twice as large as that simulated by instantaneous heat source

(a) Case A

(b) Case B 

Y-displacement (mm) 

Y-displacement (mm) 

(c) Case C 

Y-displacement (mm) 

Fig. 20 Transverse shrinkage distributions on the mid-section computed
by three simulation cases. a Case A. b Case B. c Case C Fig. 21 Transverse shrinkage deformation along line 4
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model. Therefore, to obtain an accurate prediction of out-of-
plane deformation, a moving heat source model is recom-
mended to simulate the thermo-mechanical behavior for the
butt-welded joint.

4.3 Comparison of computing time

Based on case A, the relative computing time percentages of
case B and case C are shown in Fig. 23. This figure indicates
that the computing time of a moving heat source model with a
finer mesh (case A) is twice as long as that of an instantaneous
heat source model with a finer mesh (case B) and three times
longer than that of an instantaneous heat source model with a
coarser mesh (case C). This information suggests that both
heat source model and mesh density can significantly influ-
ence the total computing time.

Although case B and case C cannot provide a reasonable
prediction of welding deformation including transverse
shrinkage and deflection, these two cases can estimate
welding residual stress with an acceptable accuracy. If we only
pay attention to welding residual stress, the modeling ap-
proach such as case C with an instantaneous heat source and
a coarser mesh density in longitudinal direction may be a good

choice. Such modeling approach can largely save computing
time, and this is very meaningful for the thick-plate multi-pass
welded joints.

5 Conclusions

In this study, three 3D finite element models with different heat
source model and mesh density were developed to analyze
residual stress distribution and deformation in a low-alloy
high-strength Q345 steel multi-pass butt joint. The prediction
accuracy and computing time were compared among these
three models. Through comparing the simulated results and
the experimental data, the following conclusions can be drawn.

1. The distribution and value of residual stresses calculated
by the instantaneous heat source model and the moving heat
source model not only are nearly the same but also both match
well with measurements. It indicates that the heat source mod-
el has insignificant influence on welding residual stress distri-
bution in a multi-pass butt-welded joint.

2. The welding deformation predicted by the moving heat
source model matches the experimental measurements, while
the instantaneous heat source model provided a poor predic-
tion of welding deformation.

3. When the instantaneous heat source model is used to
simulate welding residual stress, the mesh density (in the range
between 5 and 15 mm) in the longitudinal direction seems to
have a limited influence on the final calculated results both in
residual stress and deformation in the current model.

4. Through comparing among these three cases, it is con-
servatively stressed that the model with instantaneous heat
source and coarse mesh density can largely save the comput-
ing time. If we only focus on the final residual stress distribu-
tion of a multi-pass joint, this modeling approach may be a
good choice because of a shorter computing time and a rela-
tively high accuracy. It is very meaningful for practical thick-
plate welded joint with a large number of weld pass.
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