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Abstract Complex tubes are used widely in aerospace vehi-
cles today, and their accurate assembly can determine the
equipment’s performance and longevity. The machining pre-
cision of the tube determines its assembly reliability. As most
tubes are metallic, springback is a major factor preventing
them from realizing accuracy requirements in primary pro-
cessing. Thus, it is important to inspect the processed tubes
and then fix any geometric errors to satisfy the assembly re-
quirements. However, the widely adopted tube inspection
method in the literature is time-consuming and inconvenient
because it is greatly dependent on human operation. In fact,
there is no effective inspection method for tubes with complex
shapes and large dimensions. To address this, an automatic
tube reconstruction algorithm based on multi-vision is pro-
posed in this paper. The algorithm discretizes the tube into
many small cylinders, referred to as primitives. Multi-vision
technology and the tube edges are then used to reconstruct the
primitives to form the initial model, from which a three-
dimensional model can be constructed within 2 min. Our al-
gorithm dramatically improves the reconstruction speed be-
cause it concentrates only on the reconstruction of finite cyl-
inders rather than point clouds on the tube surface. And the
reconstruction accuracy is 0.17 mm, allowing arc recognition
of bending angles ranging from 1° to 180°. Also, the restric-
tions due to reflection on the surface and the lack of necessary
texture for matching are solved at the same time. A compari-
son of reconstructed and computer-aided design (CAD)
models resolves geometric error and springback for

machining parameter optimization, providing improved accu-
racy particularly for tube bending, which is of great signifi-
cance for the realization of automated tube production.

Keywords Cylinder primitive .Multi-vision . Shape from
silhouette . Tube reconstruction

1 Introduction

Complex tubes are widely used in aerospace applications and
electromechanical products, whereby accurate assembly is
critical to the products’ reliability, performance, and life cycle
[1]. With the miniaturization of complex electromechanical
products [2], the requirement for tube assembly has increased
significantly.

The reliability of the assembly is directly affected by the
machining quality of tubes [1, 3]. As metallic bent tubular
parts have attracted increasing applications, for any bending
process, the complex uneven tension and compression stress
distributions may cause multiple defects, such as springback.
The springback is all the time one of the key factors restraining
the bending quality and weakening the manufacturing effi-
ciency [4]; as such, it is almost impossible to guarantee ma-
chining accuracy after primary processing. For this reason, it
is essential to inspect the bent tubes and amend their geometric
errors on the basis of inspection results, while at the same time
calculating the springback of each arc. The springback of bent
tubes contributes to in-process springback prediction and
compensation, which can reduce the geometric error of tubes
with present bending machine accuracy [5]. Therefore, the
inspection of bent tubes is of great significance for automated
production.
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The methods used for tube measurements in the literature
and in application can be divided into two broad categories:
contact and non-contact methods (Fig. 1).

Contact methods utilize mechanical gauges [6] or three-
coordinate measuring machines (CMMs) to inspect specific
parts of tubes. When using a mechanical gauge, a mold is
fabricated based on the shape of the tube. The tube can be
classified into a good one or a bad one based on the fitness
between the tube and the mold and cannot give the value of
the geometric error. Moreover, the CMM uses probes directed
to sample points on the tube surface for inspection of the tube;
the geometric dimensions are determined from these sampling
points. The automation of the contact method is low, making
them more time-consuming, especially for tube with complex
shapes and large dimensions.

Non-contact methods include scanning-based methods and
vision-based methods. The scanning-based methods use laser
scanning equipment to obtain point clouds on the tube surface,
which are used to reconstruct a tube model and obtain the
dimension data of every tube segment [7–10]. This method
facilitates reconstruction of a three-dimensional (3D) model of
the tube. However, technical deficiencies and human error
may contribute to outlier samples during the scanning process.
Moreover, the scanning data are noisy due to surface reflec-
tion. Thus, additional constraints are required to minimize
noisy data. Also, the sample must be sufficiently large. For
example, the scan of a tube with a 4-mm radius and 268-mm
length in [8] contains 6005 sample points, which is better for
obtaining robust results. However, as the calculation duration
is proportional to the number of sample points, a large sample
points require long computation times. For a complex tube,
the optimization can take several minutes. Many ideas in the
literature regarding tube inspection by machine vision
methods are essentially obsolete in practice [11–15]. For ex-
ample, Goulette et al. [11] used local estimates of the principal
curvatures to divide a tube into line and arc segments; how-
ever, this approach was not capable of recognizing arc seg-
ments with small bending angles. Veldhuis et al. [12] used the
bending angle of arc segments to reconstruct arcs; however,
the bending angle caused by springback could not be deter-
mined and was only suitable for tubes with determinate

shapes. Tangelder et al. [13, 15] and Vosselman et al. [14]
matched the tubemodel with an image for model construction.
Aubry et al. [16] attempted to resolve the two-dimensional
(2D)/3D limitations of tube construction using a CAD model;
however, the differences between the resulting tube construct
and its model were not sufficiently accurate for tube inspec-
tion applications or reverse engineering of the tube.

Moreover, there are some commercial systems in practice.
They also have the disadvantages mentioned above. For ex-
ample, Opton [17] reconstructed the tube model from the
point clouds of the surface. Some general problems, outliers
and noisy data, caused by reflective surfaces [18] should be
tackled. Advanced Tubular and Tezet are arm systems [19,
20]. The dimensions of the tube must within the workspace
of the arm. They recognize the line segments manually. The
operator needs to sample points on the surface of every line
segment. The efficiency will be reduced for a tube with com-
plex shape and short line segments. Other similar commercial
systems will not be introduced here.

Bosemann from Aicon Company published a paper on tube
inspection systems in 1996 [21]. As the tubes are reconstructed
by bend points, every bend point must be detected by at least two
cameras and the displayed lengths of two line segments adjacent
to the bend pint must be larger than 10 mm, However, this
approach tends to be unstable and sensitive to the tube’s pose,
and for complex tubes in engineering, the short line segments are
ubiquitous. The line segments do not satisfy the affine-invariant
property; thus, some of the short line segments did not reach
10 mm in the image from any view. This has prevented the
method from being applied in engineering. According to the
product introduction of Aicon Company [22], the restrictions of
the method (as cited in [21]) have been overcome. However, to
our knowledge, no paper was published to explain the solution to
the restrictions.

According to the analysis above, both contact and laser
scanning methods can be time-consuming and inconvenient
and are excessively dependent on human operation. Because
of the development of digitization and automation in modern
industry [23], along with the investigation that the measure-
ment accuracy of aerospace tubes should be 0.2 mm, it is of
great significance to develop a tube inspection method that is
fast, accurate, and immune to artificial factors. Machine vision
methods, advantageous for operational simplicity and high
speed, can be used to obtain 3D information on objects by
reconstructing the objects’ models [24, 25] and may offer a
good alternative for fast inspection of tubes.

However, there are still many problems to be solved. The
general reconstruction process can be separated into three steps:
key point extraction, matching, and reconstruction [26].
Extraction and matching determine the results of the reconstruc-
tion [27]. As the tube surface lack of texture and other character-
istics which can provide strong cues to the 3D shape [28], it can
be difficult to match common details between images, thus
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Fig. 1 The tube measurement methods
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hindering reconstruction. Additionally, a significant question in
tube inspection is how to accomplish the recognition and seg-
mentation of line and arc segments of tubes, which can later be
applied to calculate machining parameters [29, 30], specifically,
YBC data, including lengths of line segments, bending angles of
arcs, and angles between the surface normal vectors of two ad-
jacent arcs.Moreover, springback can be obtained on the basis of
measuring results of bending angles, which can be used to fix
machining parameters. Due to the absence of affine invariance in
linear and arc segments, especially when they are short, it is
impossible to recognize these characteristics in images. For ex-
ample, the bending angle of the arc in position 1 is 171° in Fig. 2
which is very close to a straight line; thus, it is recognized as a
linear segment. Presently, there is still no effective method to
recognize line and arc segments of tubes in the literature with
machine vision. Thirdly, the necessity to process the tube surface
as light reflection greatly affects the application and reduces
measurement efficiency. Finally, it is hard to avoid the occlusion
issue when taking images of complex tubes from only one direc-
tion. Figure 2 shows that the line segment in position 2 is occlud-
ed; thus, machine vision reconstruction provides limited infor-
mation on the tube structure.

In order to solve the textureless issue, Chaibi et al. [50] de-
fined the spheres, cylinders as the geometric primitives, and
based on the bone contours in the biplannar X-rays to reconstruct
the textureless lower limb. To deal with these engineering prob-
lems of the tube inspection mentioned above, we are inspired by
Chaibi et al. [50], combining the geometric primitives and edges
in the images, proposing a convenient and highly automated
algorithm on the basis of multi-vision for tube reconstruction.

The transverse section of tubes is a circle with a constant
diameter. The proposed algorithm first discretizes the tube on
the basis of differentials, such that each segment can be regarded
as a small cylinder which is the primitive of the tube. Then, the
cylinder is reconstructed using a multi-vision technique and

edges of the tube in all images. Finally, a tube model is created.
The tube is mainly reconstructed based on the edges. So, the
general industrial cameras can meet the requirements, without
the need to use other latest sensors, such as depth sensors.

This method can solve the two main issues about the tube
reconstruction, matching issue caused by the poor texture and the
line and arc segments recognition.

(1) As we regard the tube as a composition of many small
cylinders with a certain length, the matching accuracy is
satisfactorywithin the length scale. Thus, the reconstruction
method uses an epipolar line to solve the matching issue. In
addition, this method reduces the calculation load and im-
proves reconstruction speed significantly; only the cylin-
ders are reconstructed as opposed to the reconstruction of
point clouds of tubes.

(2) The pose of the cylinders are determined by matching their
border with the tube edges in images of cameras in different
views. The variousmatching errors can identify the line and
arc segments. Moreover, the multi-vision technology not
only ensures the reconstruction accuracy, but also avoids
the occlusion issue of tubes with complex shapes. And the
use of backlighting makes it easy to extract the edges of the
tube with subpixel precision, minimizing issues associated
with reflection.

Thus, the method described in this paper can be used to re-
construct a tube model and to inspect for geometric error of the
tube through a comparison of reconstructed and CAD models.
Also, a comparison of bending angles in the two models can be
used to determine springback, allowing the machining parame-
ters of the tube-bending machine to be optimized.

This study was performed on aerospace assembly tubes. The
reconstruction accuracy was assessed by comparing the recon-
struction model of this paper with the measurement results of a
CMM. Section 2 gives an overview of the algorithm. In
Section 3, an image-processing method is introduced for tube
detection. Tube reconstruction is discussed in Section 4.
Section 5 describes arc recognition and bend point calculations.
Section 6 focuses on the reconstruction of the end points.
Reconstruction accuracy and the inspection results are assessed
in Section 7. Section 8 provides our conclusions.

2 Algorithm overview

Figure 3 shows the tube characteristics considered in this
study. The tubes are made of alloys, such as nickel-titanium
alloys, and bent by a bending machine. The arcs connecting
two adjacent lines have a constant bend radius (R), which can
be obtained from the bending machine’s parameters. The tube
cross-section is circular, and the tube diameter is constant.

171°

(a)

2(Occlusion)
1(171°)

(b)

Fig. 2 The bending angle of the arc in position 1 is 171°, the line segment
in position 2 is occluded
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According to the specific description, the bend points, end
points, and bend radius determine the geometry of the tube.

This paper proposes a method to reconstruct the tube by cal-
culating the 3D coordinates of the bend points and end points.
The algorithm flowchart is as follows.

The algorithm consists of three sections, as shown in Fig. 4.

(1) Tube detection. Backlight illumination [21] was used to
minimize the influence of reflection from the tube’s sur-
face. The backlighting forms a strong contrast between
the tube and the background. The difference in gray val-
ue can segment the tube region from the image, allowing
the edges of the tube to be extracted with subpixel pre-
cision [31, 32].

(2) Initial model reconstruction. First, the reference image
and the start location in it are determined to define the
origin of the reconstruction. Second, an epipolar line is
used to determine the start locations in other images. The
positive direction along the x-axis in the world coordi-
nate system (WCS) is defined as direction 1 and the
negative direction in the x-axis is defined as direction 2,
as shown in Fig. 5. Finally, small cylinders are recon-
structed along directions 1 and 2, to the ends of the tube,
to build the initial model.

(3) Tube model reconstruction. In the process of
reconstructing the small cylinders, the arcs and lines of
the tube can be recognized by the matching error be-
tween the small cylinders and the subpixel-precision
edges of the tube. The bend points can be calculated
by intersecting two adjacent line segments. The direc-
tions of the tube’s first and last line segments are obtain-
ed. Then, the end points of the tube can be determined
by optimizing the length of the first and last line seg-
ments. The bend points and end points can then be used
to reconstruct a model of the tube.

3 Tube detection

We extract the subpixel precision edge points to ensure the in-
spection accuracy [31, 32]. The backlighting minimizes the re-
flection and forms a strong contrast between the tube and the
background which contribute to the extraction. The directional
derivative of the edge points in the direction perpendicular to the
edge is locally maximal. Figure 6 shows the strong contrast and
the edge points. The extraction is typically based on a pixel grid;
the distance between the edge points is approximately one pixel,
on average.

(a) A typical tube

Bend points

Lin
e1

Line2

Arc

End point R

(b) The structure of a typical tube

Fig. 3 The characters of the tube in this paper
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4 Initial model reconstruction

Regardless of how complex the shape of a tube, the proposed
approach can be used to divide the tube into smaller, more
manageable cylinders. These small cylinders are reconstructed
using multi-vision and the edge points of the tube. The recon-
struction method is as follows.

4.1 Camera calibration

Camera calibration of vision systems is to obtain the intrinsic
and extrinsic parameter matrix. And its accuracy affects the
3D reconstruction results. This paper uses a bundle adjust-
ment, widely used in photogrammetry and 3D reconstruction
[26], for camera calibration.

Figure 7 shows the calibration process and the calibration
equipment disposed in the photogrammetry space, including
encoded points, an electro-optic (EO) device, and reference
standards. Every camera has its own camera coordinate sys-
tem (CCS). The WCS is determined by the EO device. There
are five encoded points on the EO device and their relative
positions are known. As every encoded point has a unique
code value. The center encoded point is the origin. The Z-
axis is vertical to the EO device plane and straight up. The
X-axis can direct to any of the other four encoded points. The
Y-axis is determined by the right-hand rule.

The Qi is one encoded point in the space, its coordinates in
the WCS and CCS are (Xw, Yw, Zw) and (Xc, Yc, Zc). Qi can be
projected on to the image by Eq. (1). The extrinsic parameters
are the transformation between the WCS and the CCS cHw,

which include a rotation matrix R and a translation vector T.
The intrinsic parameters include the principal distance of the
lens f, horizontal and vertical distance between two neighbor-
ing cells on the sensor dy and dx, column and row coordinate
of the radial distortion center (u0, v0), and the distortion coef-
ficient kappa [33].
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The intrinsic and extrinsic parameters can be calculated
using the Levenberg–Marquardt algorithm [34–36] to mini-
mize Eq. (2). In Eq. (2), n is the number of encoded points in
an image,m is the number of cameras, qij is the image point of

Qi, and its projection point calculated by Eq. (1) is q
0
ij. The

transformation between different CCSs can be calculated by
Eq. (3).

∑
m

j¼1
∑
n

i¼1
j qij−q

0
ij

���
���2→min ð2Þ

ciHcj ¼ ciHw
cjHw

� �−1 ð3Þ

Here just introduced the general idea of the calibration
process. This method has been widely used in the photogram-
metry area for camera calibration and 3D reconstruction of
target points [37, 38].

4.2 Start location determination

Current methods [39, 40] attempt to fit the end edge of the
tube to an ellipse to calculate the position of the end point in
images. This method can produce good results in cases where
the edge of tube’s end in the 2D image has a relatively com-
plete ellipse. However, in industrial applications, the diame-
ters of the tubes and viewing angles of cameras are different,
which may affect the fitting of tube’s end. For example, in the
aerospace industry, the tube diameter is generally less than
15 mm. The diameters are smaller and the end edges are ob-
scure which made the edge difficult to extract and fit into
ellipse. Thus, it is a little difficult to determine the end points’
positions. Therefore, we reconstructed the tube not from the
end points; instead, the start location of the reconstruction is
determined as follows.

Fig. 6 The edge points of the tube
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Fig. 7 Calibration process
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We first determine the start location in the reference image.
Then, find the matching points in other images by epipolar
line. The matching points are the start locations in other
images.

4.2.1 Reference image and start location determination

There is no specific requirement for the determination of the
reference image. Any camera can be the reference if it cap-
tures the tube. Any position of the tube in the reference image
can be the start location (except the end point, the reason is
described above). For convenience, Fig. 8 shows a process for
determining the start location. We can extract the skeleton of
the tube region [41], and connect the two end pixels of the
skeleton as. The perpendicular bisector of line L intersects the
tube in the image. The intersection point is the start location.

4.2.2 Start locations in other images

According to the start location in the reference image, find the
matching points in other images by using an epipolar line [42],
as shown in Fig. 9. The matching points are the start locations
in other images.

There are three cameras in Fig. 9. Camera O1 is the refer-
ence. Its coordinate system is CCS1. Image 1 is the reference
image, and S1 is the start location. Points p1 and p2 are on the
line O1S1 in CCS1. There coordinates in the WCS can be
calculated with Eq. (4), c1Hw is the extrinsic parameter matrix
of camera O1.
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The epipolar line may result in matching ambiguity, as in
Fig. 9 [43]. Points p1 and p2 can be projected onto image 2 to

obtain line L
0
2. Line L

0
2 intersects the tube; the intersection

points are S2 and S
0
2. We use the trifocal tensor theory [44]

to solve the matching ambiguity. Points p1 and p2 are
projected onto image 3 to obtain line L3. Line L3 intersects

the tube; the intersection points are S3 and S
0
3. The transfor-

mation between CCS2 and CCS3 can be calculated with
Eq. (3). Point S3 in the image 3 corresponds to an epipolar

line L2 in image 2. Line L2 intersects the tube with point S2.
Thus, points S1, S2, and S3 are corresponding points. These
three points are the start locations in the three images. This
method can determine the start locations in all images.

4.3 Small cylinder reconstruction

Reconstruction of the small cylinders uses a silhouette-based
method, a reasonable alternative for recovering textureless
objects [45, 50]. The details are as follows.

4.3.1 Reconstruction direction determination

WCS is a right-handed coordinate system, as shown in Fig. 5.
The x- and y-axes are on the illumination surface. The z-axis is
vertical to the surface and points straight up. For convenience,
the angle between direction 1 and the positive direction of the
x-axis is less than 90°. The two directions are shown in Fig. 5.

4.3.2 Small cylinder reconstruction

Reconstruction principle Figure 10 shows the reconstruction
principle. Starting from the start position in all images, take a
small section along direction 1. Image 4 does not capture the
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start location. So, image 4 does not participate in the recon-
struction at the beginning. Build a small cylinder in the WCS
and match the edge points in the image to the border of the
cylinders to determine the pose of the small cylinders.
Reconstruct the small cylinders with this method in directions
1 and 2. Image 4 will join in when the reconstructed small
cylinders project onto image 4. All of the small cylinders
comprise the initial model of the tube. Only when the length
of the cylinder is short, we can discretize the tube into many
small cylinders, referred to as primitives. You can decide the
length of it by yourself. Our proposal is 4-mm long. Shorter
cylinders affect the efficiency of the calculations and longer
cylinders affect the recognition of short arcs. Here, a 4-mm-
long section of the tube corresponded to approximately 10
pixels in the image. Thus, in the reconstruction process, every
small section in the tube image is 10 pixels long.

The small cylinders are reconstructed by matching the bor-
der of the small cylinders with the edge points in the image, as
shown in Fig. 11. The start location just needs to locate in the
range of the small cylinder’s length. The epipolar line can
meet this requirement.

Implementation In Fig. 11, the pose of the small cylinders
should be optimized to match the solid lines with the edge
points. The small cylinder in the WCS needs to be projected
onto every image repeatedly using Eq. (1). This made the
computation involved to be extensive and time-consuming.
The method shown in Fig. 12 improves computational effi-
ciency. Here, the radius of the small cylinder is equal to the
tube’s radius. Thus, the center line is used to represent the
small cylinder. A projection center, O1 or O2, and an edge
point form a line Lj.

Ideally, the distance between the center line and Lj is equal
to the radius. So, the center line can be determined by mini-
mizing the Eq. (5). We use the Levenberg–Marquardt algo-
rithm to solve it. In Eq. (5), i is the number of cameras, j is the
number of Lj for a camera, dij is the distance between the
center line and Lj in camera i, and D1 is the matching error
used for evaluating the fit.

D1 ¼ min ∑
n

i¼1
∑
m

j¼1
dij−Radius
� � ð5Þ

The method shown in Fig. 12 is used in Eq. (5) to calcu-
late the center line via a least-squares calculation. The pre-
cision of the results improves as more cameras are added,
each with different views.

4.3.3 Occlusion judgment

As shown in Fig. 13a, the tube is reconstructed along direc-
tion 1, for the reconstruction of the cylinder k, its center line
is Ck, the direction of Ck − 1 is the initial value of Ck, which
can be optimized by the method in Fig. 12. The Ck is
projected on the image, the projection is ck. As shown in
Fig. 13b, the two lines ckL and ckR through the ends of ck and
perpendicular to ck. The edges E1 and E2 between ckL and
ckR are extracted. For non-occluded part, the distance be-
tween the middle points of E1 and E2 is d1, which is equal
to the tube diameter. As shown in Fig. 13c, for the occluded
part, the distance is d2, which is much bigger than d1. We
can define a threshold TO = 1 pixels. Before the reconstruc-
tion of the cylinder k, for one image, if the distance between
the two edges d is bigger than (TO + d1), this part of tube in
the image is occluded and it will not participate to recon-
struct the cylinder k. As the reconstruction goes on, when d
is less than (TO + d1), this image can join the reconstruction
again.

In this paper, as the cameras are in different locations, as
shown in Fig. 13a, after the occlusion judgment, the occluded
part of the tube can be reconstructed by other non-occluded
images. So, the occlusion will not affect the results.

5 Arc recognition and bend point calculation

5.1 Arc recognition

Figure 14 shows the initial model of the tube in Fig. 6, com-
posed of 193 small cylinders.

The matching error in Eq. (5) is small for the reconstruction
of straight parts of the tube; it will be larger for reconstruction
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Fig. 12 The center line calculation of the cylinder
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Fig. 11 The black solid line is the border of the cylinder
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of the arcs. Figure 15 shows the matching error of the 193
small cylinders.

In Fig. 15, the cylinder index is shown as a function of
the matching error. The small cylinders whose matching
errors are higher than the average belong to the arcs.

Small cylinders 43 to 72, 113 to 136, and 150 to 174
consist of three arcs; four line segments can also be
recognized.

Experiments show that taking the average as the
threshold can recognize 10° to 170° arcs. In practice, we
can take the average as an initial threshold, and decrease
with 1/10 the standard deviation as the interval. The out-
put of the results is obtained when the number of recog-
nized arcs is equal to the tube’s arcs. Figure 16 shows
another tube with six arcs: Fig. 16a is the matching error
and Fig. 16b is the model. The angle of arc 1 in Fig. 16b
is 8.2°. There is an obvious peak in the position of arc 1
in Fig. 16a. Thus, the matching error is sensitive to the
arcs and can be used for arc recognition. We recognized
1° to 180° arcs within a suitable threshold.
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5.2 Bend point calculation

Based on the matching error, the cylinders belong to the
straight and arc parts of the tube can be recognized, respec-
tively. We fitted the end points of the cylinders belong to the
straight part into line segment. As shown in Fig. 17, the line
segment (Eq. (6)) can be calculated by minimizing

D2 ¼ ∑
n

i¼1
ti, ti is the distance between the end points of the

small cylinders and the line segment. In Eq. (6), (x0, y0, z0) is
a point on the line and (m, n, p) is a directional vector.

x−x0
m

¼ y−y0
n

¼ z−z0
p

ð6Þ

After fitting all of the line segments of the tube, the com-
mon vertical line of two adjacent line segments is calculated.
The center point of the common vertical line is a bend point in
the tube.

6 End point reconstruction

Up to this point, all of the bend points have been re-
constructed, but the end points of the tube are unknown.
The directions of the first and last line segments have
been determined by fitting the cylinders belong to them.
If the lengths of them are known, the end points of the
tube can be reconstructed. Figure 18 shows the method
of how to determine the length of the first and last line
segments.

The first line segment of the tube is cylinder 1 and its
length is length 1. Edge 2 is the projection of the end edge
of the model. Edge 1 is the end edge of the tube in the
image. Point pi is an edge point, di is the distance between
pi and edge 2. Edge 1 and edge 2 are fit by optimizing the
length of cylinder 1 (length 1 + △length). The end points
are then determined using least-squares, as given by
Eq. (7), with n as the number of edge points.

D3 ¼ min ∑
n

i¼1
di ð7Þ

All of the bend points and the end points have been
reconstructed. These points determine the geometry of
the tube. Next, we will verify the precision and reliabil-
ity of the proposed algorithm.
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7 Experiments and results

7.1 Multi-vision platform

We used the proposed algorithm to reconstruct different types
of tubes. The precision of the CMM was 0.003 mm. The
model reconstructed by the CMM was taken as the standard
model of a tube (discussed in Section 7.2). The proposed
algorithm can be examined by comparing the model recon-
structed in this paper and the CMM.

This platform used 16 cameras in total, arranged as shown
in Fig. 19. The industrial camera was a GuppyF-146B, pro-
duced by AVT Company (pixel size: 4.65 μm; resolution:

1388 × 1038; focal length: 8 mm). The distance between the
upper eight cameras and the light plane was 2100 mm; the
distance between the lower cameras and the light plane was
1900 mm. The size of the backlight source was
1850 × 1200 × 500 mm.

7.2 Standard model

The CMM can measure and reconstruct the geometry of the
tube. The method is as follows. With the tube secured on the
workbench, sample points were obtained from the surfaces of
line segments via a probe; five sample points were obtained
from each line segment. The sample points were then fit into
cylinders using a least-squares technique [46]. The center line
of the cylinders was used to calculate the bend points. The
probe was then moved to the end of the tube to obtain addi-
tional sample points. This allowed fitting of the plane
(Fig. 20), in which the end point corresponds to the intersec-
tion of the center line and the plane. The model was then
constructed based on the bend points and end points.

YBC data can be used to represent the geometry of the
tube. Figure 21 shows the standard model. Points p1 and p5
are the end points, and p2 to p4 are the bend points. The
bending radius is R. The bend points and end points were used
to calculate the YBC data.

C is the degree of bend, which can be calculated by Eq. (8).

Ci ¼ arccos
pipiþ1 � piþ1piþ2

jpipiþ1j � jpiþ1piþ2j
; i ¼ 1; 2; 3 ð8Þ

Y is the distance between bends, which can be calculated by
Eq. (9).

Y i ¼ jpiþ1piþ2j−R� tg
Ci

2
−R� tg

Ciþ1

2
; i ¼ 1; 2; 3; 4 ð9Þ

B is the angles between the surface normal vectors of two
adjacent bends. In Fig. 21b, one arc and its two adjacent lines
constitute a plane. The normal of a plane can be described by
Eq. (10):

Ni ¼ pipiþ1 � piþ1piþ2; i ¼ 1; 2; 3 ð10Þ

So, B can be given by Eq. (11):

Bj ¼ arccos
N j � N jþ1

jN jj � jN jþ1j
; j ¼ 1; 2 ð11Þ
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The sixth row in Table 1 is the YBC data of the standard
model.

7.3 Reconstruction results

YBC data The tube shown in Fig. 6 was placed on a backlit
measuring platform and moved repeatedly, 50 times, with dif-
ferent poses and positions. Then, the tube’s model was recon-
structed in each position and the YBC data were calculated.
The first five rows in Table 1 showed five arbitrary sets of data
from the results.

The seventh and ninth rows in Table 1 showed the average
and standard deviation of the 50 sets of YBC data.

The precision of the measurement (Table 1) was obtained
by subtracting the standard data from the average in Table 1.
Based on the statistical results of Table 1, the precision was

0.17 mm and the standard deviation was 0.12 mm. Thus, the
proposed approach provided good accuracy and stability.

The Cgk of the sheath deviation For measurement equip-
ment, the measurement capability index, Cgk, is widely used
to assess the measurement capability [47, 48]. It was calculat-
ed using Eq. (12).

x ¼ 1

n
∑
n

i¼1
xi

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i¼1
xi−x

� 	2

n−1

vuuut

Cgk ¼ 0:1� T−x
3� s

ð12Þ

In Eq. (12), n is the measurement times, xi is a measurement
result of a specific dimension, and T is the tolerance.

For tube inspection, use of the sheath deviation to examine
the geometric error of the tube is also recommended in various
directives, such as the American SAE J2551. The sheath de-
viation is the deviation between the standard and reconstruct-
ed models. Along and vertical to the tube at the end points and
at the tangent points (starting and end points of the bend), the
model has 10 sheath deviations, as shown in Fig. 22.

Figure 23 shows the method used to calculate the tangent
points based on the bend points. Points A, C, and D are the
bend points. Point B is the tangent point. R is the bend radius.
The angle between line AC and line CD is θ. The point B can
be calculated with Eq. (13).

B ¼ C−
jBCj


!

jACj


! � ACð Þ

! ð13Þ

We can fit the reconstructed model and the standard model
to calculate the sheath deviation. Figure 24 shows the fitting
method; dj is the sheath deviation between the standard model

and the reconstructed model. We minimized D4 ¼ ∑
n

j¼1
d j [29]
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Fig. 21 The meaning of the YBC data

Table 1 Five arbitrary sets of
data and statistical results of the
50 set of YBC data

No. Y1/mm Y2/mm Y3/mm Y4/mm B1/° B2/° C1/° C2/° C3/°

1 115.40 83.69 187.55 206.45 −156.37 163.84 59.00 66.19 88.62

2 115.41 83.70 187.52 206.46 −156.38 163.81 58.98 66.18 88.61

3 115.30 83.94 187.46 206.50 −156.35 163.86 58.96 66.14 88.64

4 115.25 83.86 187.46 206.51 −156.40 163.85 58.97 66.12 88.59

5 115.32 83.85 187.47 206.50 −156.36 163.89 58.93 66.11 88.62

Standard 115.27 83.94 187.43 206.39 −156.39 163.75 58.95 66.11 88.61

Average 115.30 83.77 187.47 206.49 −156.37 163.84 58.99 66.15 88.61

Precision 0.04 0.17 0.04 0.10 0.02 0.09 0.04 0.04 0

Stdev 0.06 0.12 0.04 0.05 0.01 0.04 0.03 0.03 0.02
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using a least-squares method to fit the two models, in which n
is the number of sheath deviations.

So, we will calculate the Cgk of the sheath deviation of
the tube shown in Fig. 6 to assess the reliability of the pro-
posed algorithm. The acceptance criteria Cgk is 1.33 and the
higher value are better. We reconstructed the tube 50 times
and fit the reconstructed model with the standard model.
Each sheath deviation dj has 50 values. According to an
investigation of actual aerospace tubes, the required sheath
tolerance, T in Eq. (12), is 1 mm. The Cgk of the 10 sheath
deviations is shown in Table 2.

According to the results in Table 2, min(Cgk) is 1.83,
greater than the acceptance criterion of 1.33, indicating
that 6210 erroneous results will occur in 1 million recon-
structions; thus, the qualification rate is 99.9937%. The
proposed algorithm showed good performance.

7.4 Other models

Figure 25 shows three tubes with different geometric dimen-
sions. Figure 26(a1), (a2), (b), and (c) are the corresponding
models.

In Fig. 26, the total length of the tube in (a1) is
804.43 mm, and the reconstruction time is 32 s; from
(a2), we see that the angle of arc 3 is 4.1°. The total
length of the tube in Fig. 26b is 1032.35 mm; the con-
struction time is 62 s, the angle of arc 5 is 4.3°, and the
length of line 89 is 5.3 mm. The total length of the tube in
Fig. 26(c) is 1680.29 mm with 14 arcs, and the construc-
tion time is 113 s.

7.5 Discussion

Based on the experiments, the requirements of the opera-
tors are low and the time required minimal. The operators
need only to place the tube within the measurement vol-
ume on the illumination table in any pose, and there is no
need other operations; the inspection can be accomplished
by the proposed system within 2 min automatically. So, it

is immune to the artificial factors. In applications, plat-
forms can be designed, according to the geometric dimen-
sions of the tube. In Fig. 27, the platform consists of eight
cameras; tubes can be inspected within 1100 mm. Tests
showed that the precision of the reconstruction is suffi-
ciently high if every part of the tube can be captured by
five cameras. The details regarding the number and distri-
bution of cameras and how they influence the reconstruc-
tion results should be examined further.

The proposed method is not dependent on the CAD
model of the tube; thus, the method can be used for re-
verse engineering. In Fig. 28, for a tube with unknown
geometry, the model can be reconstructed accurately and
effectively, and the YBC data can be calculated for bend-
ing a new tube. Thus, the proposed approach offers a
closed loop for tube manufacturing.

7.6 Future work

This paper suggests the need for further research in two areas.

(1) In this paper, the tube was reconstructed from the
silhouette. The backlight illumination made it easier
to extract sub-pixel edges. The brightness of the il-
lumination and external light interference influences
edge extraction and reconstruction results. Thus,
some improvement is necessary to minimize these
factors.

(2) The experiments were performed on a platform built
by our group. The platform configuration allowed
every backlit area to be captured by at least eight
cameras. This provided sufficient precision; however,
the number and distribution of cameras should be
optimized.
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Fig. 22 Sheath tolerance
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B
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Fig. 23 Tangent points calculation

Reconstructed model
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Fig. 24 Fit the reconstructed and CAD models

Table 2 Cgk results calculated based on 50 reconstructions

No. 1 2 3 4 5 6 7 8 9 10

Cgk 1.83 2.25 5.32 9.74 8.54 4.19 5.63 4.25 2.16 1.85
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8 Conclusions

In industrial applications, the most studies include the me-
chanical gauges, CMM, scanning-based methods, and some
commercial systems, are all based on artificial operations.
Such as the CMM, the operator controls the probes directed
to sample points on the tube surface for tube reconstruction;
the geometric dimensions are determined from these sampling
points. Therefore, the automation of the current methods is
low, making them time-consuming. In addition, the artificial
error may affect the results. Also the size and shape of the tube
to be measured is limited by the workspace of CMM or me-
chanical arm.

This paper proposes a multi-vision-based reconstruction
method for tube inspection, which is much better than the
previous. The method regards small cylinders as the primi-
tives to reconstruct the tube. Each cylinder was reconstructed
by matching its wire frame with the edge points in the images.
The matching error made it easy to recognize the line and arc
segments. The multi-vision technology solved the occlusion
issue, and provided constraints from different directions,
which ensured the reconstruction accuracy. The automation
of the method made it immune to artificial factors.
Therefore, for an inexperienced operator, he just need to put
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the tube on the illumination with any pose, the tube can be
reconstructed and inspected automatically.

The proposed method is especially applicable to recon-
struct the tubes with complex shapes and large dimensions.
For a complex tube, the CMM and arm systems, such as
Advanced Tubular and Tezet, the probe may not be able to
get sample points on any part of the tube surface, caused the
tube could not be reconstructed. For a large dimensional tube,
as the automation of the most methods is low, the reconstruc-
tion time, include clamping and other artificial operations,
may be more than half an hour. According to the experimental
verification of the proposed method in this paper, for a tube
with any dimension and shape within the measurement vol-
ume 1850 × 1200 × 500 mm, the reconstruction can be ac-
complished within 2 min. The reconstruction accuracy was
0.17 mm, allowing arc recognition of bending angles ranging
from 1° to 180°. Besides, Cgk values of sheath deviation were
larger than 1.33, indicating that the method is highly reliable.
In general, the proposed method is simple to operate, immune
to artificial factors, and can reconstruct the tubes with large
dimensions and shapes efficiently and accurately. Moreover,
the YBC data can be calculated based on the reconstruction
model, the springback can be obtained from a comparison
with bending angles of arc segments in the CAD model.
This is advantageous for predicting and compensating for
springback, which can reduce the geometric error of the tubes
without increasing bending machine accuracy [49]. Thus, in
the aerospace and other industrial fields, the method is of great
significance in the automated production of tubes which can
shorten the production cycle of the industrial vehicles.

One of the important contributions of this work is the de-
velopment of a possible reconstruction method. The main fea-
tures of an object can be loosely characterized by geometric
primitives, such as points and segments in 3D, spheres, and
cylinders. The multi-vision principle can be used to match and
reconstruct primitives, which constitute the initial model of an

object. Thus, the initial model is presented using descriptive
parameters (e.g., sphere radius and sphere center coordinates).
The initial model can be amended by optimizing the descrip-
tive parameters, allowing 3D reconstruction based on the co-
herence of the initial model’s projection with the contours in
all of the images. The advantage is that the primitives can be
reconstructed to automatically by multi-vision.

Our group will continue research on tube reconstruction
and inspection to enhance reconstruction speed and accuracy
for the inspection of tubes of arbitrary shapes and dimensions.
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