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Abstract Positioning accuracy of chip directly impacts on the
quality and efficiency of LED chip production. The purpose of
this paper is to improve the chip positioning accuracy by im-
proving the camera calibration algorithm of LED chip visual
positioning system. Firstly, by making the error analysis for
the visual positioning system, the systematic errors of each
parts of the system are obtained, and the relationship between
chip positioning error and chip position distribution in image
is found. Then, according to the result of error analysis and the
characteristics of the chip positioning process, an improved
calibration algorithm is proposed to improve the chip position-
ing accuracy. This improved algorithm solves the calibration
parameters in two steps, which highlights the main cause of
errors in calibration process and meets the requirements of
chip positioning. Finally, the experiment results show that
the proposed algorithm can improve the chip positioning ac-
curacy obviously, and has good stability and robustness.
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1 Introduction

As the fourth generation of green lighting source, LED has been
applied to many industries and fields, such as electronic industry,
automotive lights, display, lighting, traffic lights, and so on. In the

LED manufacturing process, detection and sorting of LED
chips directly affect the LED production quality and effi-
ciency, and therefore high-speed and high-precision posi-
tioning control of LED chips has been research priorities
of the field [1]. In the development and improvement of
LED manufacturing equipment, machine vision has been
widely used in identifying and positioning of LED chips.
To improve accuracy and efficiency of chip positioning,
many scholars have been committed to researching robust
control algorithms, accurate image recognition, real-time
visual feedback, and other issues [2]. However, as the first
step of the visual positioning, the camera calibration tech-
nology research in LED manufacturing equipment has been
little investigated and is also worthy of attention.

As the development of machine vision, camera calibra-
tion theory and technology has also been developed, and
many scholars in different areas have proposed correspond-
ing calibration algorithm [3]. So far, there have been three
kinds of camera calibration technology: the traditional cal-
ibration, based on active vision calibration and self-calibra-
tion. The traditional calibration method, which requires a
calibration object of known shape and size, includes non-
linear calibration method proposed by Faig [4], Direct
Linear Transformation method [5], two-step method pro-
posed by Tsai [6], and iterative method (improved two-
step method) proposed by Weng et al. [7]. In spite of high
precision, this method is not suitable for high-speed and
high-efficiency LED production because of the complex
calibration process and excessive dependence on calibra-
tion object. To solve this problem, Faugeras et al. [8] pro-
posed the self-calibration method, which were adept in the
simple calibration process without calibration object.
Developing since its inception, there have been the QR de-
composition method [9], the absolute quadric surface meth-
od [10, 11], and the modular constraint method [12, 13]. In
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Galetto et al. [14], the network self-calibration was utilized
for indoor coordinate measuring system for large-scale me-
trology applications. Li has solved the self-calibration prob-
lem by using and particle swarm optimization algorithm
(GA-PSO) [15], while Akkad used Levenberg-Marquardt
algorithm and improved genetic algorithm [16, 17].
Bellandi et al. [18] integrated calibration procedures into
2D and 3D vision of Roboscan, which performed well in a
number of pick-and-place operations.Muruganantham et al.
[19] was devoted to studying the optimal settings for vision
camera calibration and improved accuracy and repeatability
of calibration. Nevertheless, the self-calibration technology
had not been widely applied to chip visual positioning on
account of its low accuracy and high demand for high-
per formance vis ion and mot ion cont ro l sys tem.
Consequently, a based on active vision calibration method,
which had a simpler calibration process than the traditional
calibration method, was proposed based on self-calibration
technology, and had a higher accuracy compared with the
self-calibration technology. The based on active vision cal-
ibration method included the based on camera rotation cal-
ibration method [20], the based on camera orthogonal trans-
lation calibration method [21], and the based on camera
plane orthogonal motion calibration method [22]. Shih and
Ruo used auto-calibration method to improve the accuracy
of SMT machine [23], which did not need expensive cali-
bration instruments and had little calibration time. Zhan
et al. [24] applied hand–eye calibration to positioning for a
robot drilling system and analyzed the main factors that
affect the positioning error.

However, besides high efficiency and high precision,
the chip localization system has its own characteristics,
such as different types and sizes of chips, frequent re-
placement of wafer and deformation of wafer mem-
brane, and the need to adjust magnification of lens,
focal length, and relative location of X–Y table and vi-
sion system, which may somehow change calibration
parameters, especially in the high magnification.
Therefore, it is necessary to propose a new calibration
algorithm to improve positioning accuracy and efficien-
cy of LED chip. This paper proposed the improved
calibration algorithm applied to LED chip visual locali-
zation system. The second part mainly introduces the
hardware and software of the visual localization system.
In the third part, by making the error analysis for the
visual localization system, the systematic errors of each
part of the system are obtained, and the relationship
between chip positioning error and chip position distri-
bution is found. In the fourth part, according to the
result of error analysis and the characteristics of the
chip localization system, an improved calibration algo-
rithm is proposed. The validity and robustness of the
algorithm are verified by experiments in the fifth part.

2 LED chip localization system based on visual
feedback

2.1 Hardware and structure of the system

The visual localization system described in this paper is com-
posed of motion control system and vision system. The mo-
tion control system consists of a ball screw-drivenX–Y table, a
motion controller, and two AC servo motors. X–Y table has a
maximum speed of 500 mm/s, a maximum stroke of
300 mm × 300 mm, and repeatability of 5 μm to meet the
requirements of high-speed and high-precision motion con-
trol. To ensure fast response and exceeding stability, a dual-
axes motion control card, which has a servo cycle of 442 μs,
and two AC servo motors with servo drivers are selected.
Owing to the tiny size of chip, dense arrangement, and disper-
sion of ambient light, high-performance CCD camera, contin-
uous zoom coaxial fine-tuning lens, and controllable point
light and ring light are used to improve the position identifi-
cation accuracy of LED chip. The visual localization system is
shown in Fig. 1. In order to achieve the high-speed and high-
precision requirements for chip positioning, a closed-loop mo-
tion control system based on visual feedback and coarse-fine
two-step positioning strategy are adopted in this paper, as
shown in Fig. 2. Chip’s rapid movement and coarse position-
ing are completed through the motor encoder feedback, and
the closed-loop structure based on visual feedback performs
compensation of errors and accurate positioning of chip.

2.2 Image processing

As the core of the visual system, image processing directly
affects the chip position identification precision and efficien-
cy. This research proposed the chip positioning algorithm
based on sub-pixel edge detection, which did not need to train
the template artificially and improved the accuracy of edge

Fig. 1 Visual localization system
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extraction. The image processing flow diagram is shown in
Fig. 3. Firstly, the image captured through the CCD camera
must be preprocessed to reduce the impact of uneven back-
ground light. Secondly, the image preprocessed is segmented
by Otsu algorithm to obtain the approximate area of chips and
optimized by Blob algorithm to remove the defect spot and
extract the chip area. Thirdly, the outer contour region of the
chip is obtained through the minimum circumscribed rectan-
gle method, and then the chip sub-pixel edge contour is ex-
tracted by canny algorithm. Fourthly, as the sub-pixel edge

extracted by canny algorithm is imperfect, the linear fitting
is used to fitting the sub-pixel edge contour. Finally, the posi-
tion geometrical information of chip can be obtained through
rectangular sub-pixel edge contour. Realization of image pro-
cessing algorithm, real-time monitoring of chip positioning,
and some basic operations are realized by the user interface
based on Visual Studio software on PC, as shown in Fig. 4.

3 Error analysis of system

3.1 Error of image processing

To detect the identification accuracy of the image processing
algorithm described in Section 2.2, we designed an experi-
ment here. In the experiment, capturing ten images while X–
Y table did not move, we could obtain the position geometrical
information of chips in each image through the image process-
ing algorithm. The repeatability of the chip position detection
depended on the image processing algorithm, the ambient
light disturbance, and noise. We selected one of the chips
and recorded its pixel coordinates in these ten images, as
shown in Fig. 5. The result showed that the repeatability of
the chip position detection was 0.5 pixel. By converting the
pixel coordinates to world coordinates, the systematic error of
image processing was ±3 μm.

3.2 Error of motion control system

As described in Section 2.1, we adopt coarse-fine two-step
positioning strategy, and Fig. 6 shows the control system
block diagram. Therefore, the error of motion control system
comes from two aspects.Fig. 3 Image processing flow diagram

Fig. 4 User interface
Fig. 2 System structure diagram
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The first part of error source is caused in the process of
chip’s rapid movement and coarse positioning. The measure-
ment results of frequency characteristic of X–Y table are
shown in Figs. 7 and 8, and we found that they had a wide
bandwidth and good stability to ensure the high-speed and
high-precision motion control of X–Y table. The positioning
errors of X-axis and Y-axis have been measured with a laser
displacement sensor, and the results showed that the position-
ing accuracy is ±2 μm.

The other part of the error source comes from accurate
positioning with closed-loop system based on visual feedback.
This error is affected by some factors, such as deformation of
wafer membrane, systematic error of controller, environment
disturbance, noise, etc. These factors are nonlinear and are
affected by multiple parameters, so that their solution is com-
plex and inaccurate. Therefore, the visual feedback method is
used to compensate for these errors in this research. To test the
positioning error of visual feedback, 25 chips in an image
were positioned with a common calibration algorithm.
Figures 9 and 10 respectively showed the positioning errors
before compensation and after compensation. The results
showed that positioning error had been significantly reduced,
but was still great and must be further reduced.

3.3 Camera calibration

For a system that consists of motion control and machine
vision, the camera calibration directly affects the accuracy of

the overall system. As the visual localization system described
in this paper is mainly used in two-dimensional positioning of
chip, camera external parameters become the focus of this
research, while the influence from the camera internal param-
eters is small. Camera external parameters are mainly affected
by manufacturing and installation errors of camera, lens, and
other visual devices. As shown in Fig. 11, the angle denoted
by α between the camera image plane (red) and the chip plane
(black) in the Z direction, and the angles denoted by β and γ
respectively in the Y and X direction, will be analyzed and
solved in this research.

Firstly, the error caused by the angle α between the camera
image plane and the chip plane in the Z direction is analyzed.
As shown in Fig. 12, when the chip moves from the point q to
q′, the movement distance in image coordinate of the chip is
(px, py), while the theoretical movement distance of chip
should be (wx, wy). Eq. (1) is obtained after simple geometric
inference, where s is the pixel-distance conversion coefficient
and (u, v) is the pixel coordinate. The positioning errors
caused by α are calculated in Eq. (2). As shown in Eq. (2),
when α >0, the errors of chips in the upper left and lower right
sides (px and py symbols are opposite in sign) of the image are
relatively larger, while the errors of chips in the lower left and
upper right sides (px and py symbols are same in sign) of the
image are relatively smaller, and the farther away from the

Fig. 6 Control system block
diagram

Fig. 7 X-axis frequency characteristic

Fig. 5 Image processing repeatability test
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localization point the chips, the greater the errors. Since α is
generally small, the errors in X direction ex of the chips in the
different rows have a larger difference relatively and increase
gradually from top to bottom of the image, while the errors in
Y direction ey in the different columns have also larger differ-
ence relatively and decrease gradually from left to right of the
image. The case when α <0 is similar to the case when α >0,
and the greater the absolute value ofα, the more obvious these
phenomena. Figure 13 shows the image of chips taken by
CCD camera, and the localization point is the center of the
image. Positioning these chips, the positioning errors are re-
corded in Table 1, and obviously the relationship between the
position errors and the chip position distribution was consis-
tent with the analysis above.

wx ¼ pxcosα−pysinα ¼ s⋅u⋅cosα−s⋅v⋅sinα
wy ¼ pycosαþ pxsinα ¼ s⋅v⋅cosαþ s⋅u⋅sinα ð1Þ

ex ¼ px−wx ¼ px⋅ 1−cosαð Þ þ pysinα
ey ¼ py−wy ¼ py⋅ 1−cosαð Þ−pxsinα ð2Þ

Then, the errors caused by the angle β between the camera
image plane and the chip plane in the Y direction are analyzed.
As shown in Fig. 14, when the chipmoves from the point q1 or
q2 to the localization point q0, the movement distance in image
coordinate and the theoretical movement distance of the chip
are respectively px and wx, and their relationship is given by
Eq. (3). Eq. (4) shows the positioning error caused by β. As
described in Eq. (3) and Eq. (4), regardless of sign of β, the
position errors of chips in the left side (px > 0) of the image are
negative, while the errors of chips in the right side (px < 0) of
the image are positive, and the positioning errors increase
linearly with the distance from the localization point. The case
of the angle γ between the camera image plane and the chip
plane in the X direction is similar to β. As described in Eq. (5)

Fig. 10 After visual compensation

Fig. 8 Y-axis frequency characteristic

Fig. 11 Vision system diagramFig. 9 Before visual compensation
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and Eq. (6), regardless of sign of γ, the positioning errors of
chips in the bottom side (py > 0) of the image are negative,
while the errors of chips in the top side (py < 0) of the image
are positive, and the positioning errors increase linearly with
the distance from the localization point. Similarly, the greater
the absolute value of β and γ, the more obvious these
phenomena.

wx ¼ px
.
cosβ ¼ s⋅u

.
cosβ ð3Þ

ex ¼ px−wx ¼ px⋅ 1−1
.
cosβ

� �
ð4Þ

wy ¼ py
.
cosγ ¼ s⋅u

.
cosγ ð5Þ

ey ¼ py−wy ¼ py⋅ 1−1
.
cosγ

� �
ð6Þ

In conclusion, the positioning errors of chips are ob-
viously closely related to the position distribution of
chips in image. We thence can solve α, β, and γ
through the relationship between the chip positioning
errors and the position distribution of chips in image
to improve the positioning accuracy of chips.

4 Calibration algorithm

4.1 Common calibration algorithm

Now, the calibration method used in most of the chip visual
positioning systems is to solve the transformation matrix in
Eq. (7), namely the rotation matrix R and translation matrix t.
The calibration parameters R and t obtained by this method
almost contain all of the required calibration information, and
this method is therefore widely used. However, it requires
multiple sets of measurements of [xp, yp, zp]

T and [xw, yw,
zw]

T to solve the transformation matrix R and t, which in-
creases computational complexity and reduces efficiency. In
particular, because of the two-dimensional motion of chip, zp
and zw are difficult to measure with only one CCD camera,
and solving the calibration parameters in two-dimensional
plane (ignoring zp and zw) may impact on the positioning
accuracy. Moreover, chip visual positioning system has its
own characteristics. After frequent replacement of wafer, in
order to get clear and satisfactory image, we should adjust the
magnification of lens, focal length, and relative location of X–
Y table and vision system to different types and sizes of chips.
During the adjusting process, a tiny position change of the
CCD camera fixed on zoom lens on horizontal plane may
make the angle α vary and become relatively greater in high
magnification, while the absolute value of angles β and γ are
relatively smaller and remain almost constant because of the
better verticality and parallelism of the installation of the vi-
sion system. However, the common calibration algorithm has
no regard for these phenomena, which brings greater errors.
As shown in Figs. 9 and 10, the positioning errors with com-
mon calibration algorithm were about ±15 μm, but in the
high-quality and efficient manufacturing of chips, the posi-
tioning errors were generally less than 10 μm.

xp
yp
zp
1

2
664

3
775 ¼ R t

0 1

� �
⋅

xw
yw
zw
1

2
664

3
775 ð7Þ

4.2 Improved calibration algorithm

According to the characteristics of chip visual positioning, an
improved calibration algorithm is proposed in this research.
The improved algorithm separates the calibration process into
two steps: solving α first and then solving β and γ, instead of
solving the transformation matrix at a time in common cali-
bration algorithm, and improving calibration efficiency and
chip positioning accuracy.

As described in Section 3.3, we solve α, β, and γ through
the relationship between chip positioning errors and the posi-
tion distribution of chips in image. Firstly, the method of

Fig. 12 X–Y plane diagram

Fig. 13 Image of chips
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solving α is introduced. Eq. (8) is obtained by eliminating the
sinα term from the two equations in Eq. (2):

px⋅ex þ py⋅ey ¼ p2x þ p2y
� �

⋅ 1−cosβð Þ ð8Þ

By substituting Y = px ⋅ ex + py ⋅ ey and X ¼ p2x þ p2y into

Eq. (8):

Y ¼ 1−cosβð Þ⋅X ð9Þ

Obtaining the experimental data (Xi, Yi) (i = 1,2,…N), we
can solve the slope kα = 1 − cos α with linear fitting.
According to least square method:

∂∑ Y i−kα⋅X ið Þ2
∂kα

¼ 0 i ¼ 1; 2…Nð Þ ð10Þ

Solving Eq. (10):

kα ¼ ∑X iY i

∑X 2
i

i ¼ 1; 2…Nð Þ ð11Þ

where Yi = pxi ⋅ exi + pyi ⋅ eyi,X i ¼ p2xi þ p2yi, and N is the num-

ber of chips selected in an image. Generally, we select five
chips scattered in image (N = 5). Solving kα, we can obtain
cosα = 1 − kα.

Then, we solve the angles β and γ. As shown in Eq. (4),
similarly, obtaining the experimental data (pxi, exi) (i = 1,2,…

N), we can solve the slope kβ = 1 − 1/ cos β with linear fitting.
According to least square method:

∂∑ exi−kβ⋅pxi
� �2

∂kβ
¼ 0 i ¼ 1; 2…Nð Þ ð12Þ

Solving Eq. (12):

kβ ¼ ∑pxiexi
∑p2xi

i ¼ 1; 2…Nð Þ ð13Þ

where N is the number of chips selected in image. Similarly,
we select five chips scattered in image(N = 5). Solving kβ, we
can obtain cosβ = 1/(1 − kβ). The solution of the angle γ is the
same as β, and we can obtain cosγ = 1/(1 − kγ).

Where

kγ ¼
∑pyieyi
∑p2yi

i ¼ 1; 2; 3; 4; 5ð Þ ð14Þ

As analyzed in Section 4.1, the angle α may vary and is
generally relatively greater, while the angles β and γ are rela-
tively smaller and remain almost constant, so the angle α
should be solved and compensated first in improved calibra-
tion algorithm. Improving calibration algorithm with α, we
position the chips in one image and get the positioning errors
of the chips, which should be compared with the systematic
error. If the positioning errors are greater than the systematic
error, the errors caused by the angles β and γ cannot be ig-
nored and we should solve and compensate β and γ. On the
contrary, if the positioning errors are smaller than the system-
atic error, we can consider the angles β and γ are extremely
small and ignored. The improved calibration algorithm solves
the calibration parameters in two steps and decides the solu-
tion of α, β, and γ according to the relationship between
positioning errors and systematic error, which effectively im-
proves calibration efficiency and chip positioning accuracy.
As analyzed in Sections 3.1 and 3.2, we can consider the
systematic error of the localization system based on visual
feedback described in this paper is about 6 μm. The improved
calibration algorithm flow diagram is shown in Fig. 15.

Table 1 The position distribution
and the positioning errors Positioning

Error (μm)
Column

1 2 3 4 5

Row 1 (−56.03, 49.71) (−49.91, 25.28) (−45.76, 0.96) (−40.49, −29.40) (−37.50, −55.55)
2 (−29.99, 47.86) (−32.08, 25.55) (−23.03, −7.15) (−16.87, −36.83) (−15.47, −58.50)
3 (−5.94, 44.30) (−2.93, 25.50) (−1.36, 1.02) (5.46, −28.91) (7.98, −54.49)
4 (13.87, 50.75) (14.98, 24.06) (22.17, −3.82) (28.30, −31.14) (30.87, −55.28)
5 (36.63, 43.91) (42.08, 31.71) (45.81, 4.08) (51.59, −24.87) (53.39, −50.64)

Fig. 14 X–Z plane diagram
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5 Experimental validation

This section is to verify the improved calibration algorithm
experimentally from the following perspectives.

5.1 Solving and compensating α

In order to reflect the relationship between the chip position-
ing errors and the chip position distribution, the “S” position-
ing order was selected instead of random order, as shown in
Fig. 16. After positioning the chips in one image, the position-
ing errors are shown in Fig. 17. We found that the errors in X
direction in the different rows had larger difference relatively
and increased gradually from top to bottom in image, while
the errors in Y direction in the different columns had also
larger difference relatively and decreased gradually from left
to right in image, which was consistent with the description in
Section 3.3. Selecting five sets of data and solving the angle α
with improved calibration algorithm as described in
Section 4.2, we obtained α = 2.78°. Compensating α and
positioning the chips in another image as “S” positioning

order, the result showed positioning errors were reduced ob-
viously, as shown in Fig. 18.

5.2 Solving and compensating β and γ

In Section 5.1, after compensating α, the positioning errors was
still more than the systematic error ±6 μm, and we considered
there were other factors that impact on the poisoning accuracy of
the system. As shown in Fig. 18, the errors in X direction in the
left side (1, 2, 9, 10, 11, 12, 19, 20, 21, 22) of the image were
approximately negative and the errors in the right side (4, 5, 6, 7,
14, 15, 16, 17, 24, 25) were approximately positive, while the
errors in Y direction in the bottom side (16, 17, 18, 19, 20, 21, 22,
23, 24, 25) of the image were approximately negative and the
errors in the top side (1, 2, 3, 4, 5, 6, 7, 8, 9, 10) were approxi-
mately positive, whichwas also consistent with the description in
Section 3.3. Selecting five sets of data and solving the angles β
and γ, we obtained β = 0.18°, γ = 0.60°. After compensating β
and γ and positioning the chips again in another image as “S”
positioning order, obviously, the positioning errors were reduced
to less than ±6 μm, meeting the accuracy requirement of chip
manufacturing, as shown in Fig. 19.

Fig. 15 Calibration algorithm flow diagram

Fig. 17 Before compensating α

Fig. 16 “S” positioning order in image
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5.3 Robustness and stability test

This section is to verify robustness and stability of the im-
proved calibration algorithm. In order to verify the adaptabil-
ity to the chips of different types and sizes, we replaced the
chips of 25mil with the chips of 35mil, and other conditions
remained unchanged. After replacement of wafer, we should
adjust the magnification of lens, focal length, and relative
location of X–Y table and vision system to get a clear and
satisfactory image. As described in Section 4.1, during the
adjusting process, the angles α, β, and γ may vary on a small
scale, but inevitably bring unacceptable errors. According to
the improved calibration algorithm, solving the calibration
parameters α, β, and γ and positioning the chips of 35mil,

the experimental result is shown in Fig. 20. We found that
the positioning errors after replacement of chips remained less
than ±6 μm, and the improved calibration algorithm can adapt
to different types and sizes of chips. Generally, the errors
caused by calibration algorithm may be magnified with the
increase of the distance from the localization point. An image
of 25 chips far from the localization point was captured, and
these 25 chips were positioned in another test. As shown in
Fig. 21, the positioning errors of these chips were also less
than 6 μm. In conclusion, the improved calibration algorithm
has good robustness and stability, and can satisfy the require-
ment of high-quality and efficient manufacturing of LED
chips.

Fig. 20 Test for chips of 35mil

Fig. 19 After compensating β and γ

Fig. 18 After compensating α

Fig. 21 Test for chips far from the localization point
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6 Conclusion

By error analysis of the LED chip localization system based
on visual feedback, the relationship of positioning errors of
chips and the chip position distribution in image were obtain-
ed, and then an improved calibration algorithm was proposed
according to the characteristics of chip visual positioning. This
algorithm solved calibration parameters (α, β, and γ) in two
steps instead of solving transformation matrix at a time with
the common calibration algorithm. Considering visual locali-
zation system of chips has its own characteristics, we solved α
first, and then determine whether β and γ can be solved ac-
cording to the systematic error. The experimental results indi-
cated that the improved calibration algorithm reduced the po-
sitioning errors obviously and had good robustness and stabil-
ity, meeting the requirement of high efficiency and high pre-
cision in LED chip production.
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