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Abstract This study considers the scheduling problem in
remanufacturing systems in which end-of-use/life products
are separated into their components at a single disassembly
workstation, then each component is reprocessed at one of
parallel flow-shop-type reprocessing lines, and finally the
reprocessed components are reassembled into remanufactured
products at parallel reassembly workstations. The problem is
to determine the sequence of products to be disassembled at
the disassembly workstation, the sequence of components to
be reprocessed at each workstation of the reprocessing lines,
and the allocation and sequence of the products to be
reassembled at each reassembly workstation for a due date-
based objective of minimizing the total tardiness. A mathe-
matical programming model is developed to represent the
problem, and a priority scheduling approach is proposed for
practical applications. To test performances of priority rules,
simulation experiments were done on various test instances,
and the results are reported. In particular, we show from addi-
tional tests that the approach proposed in this study outper-
forms the previous one that determines reprocessing and reas-
sembly schedules according to the sequence of disassembling
products significantly, and also, the rule combination ap-
proach that uses different priority rules on disassembly,
reprocessing, and reassembly shops outperforms the single
rule approach that uses the same rule over the three
subsystems.

Keywords Remanufacturing . Flow-shop-type reprocessing
lines . Scheduling . Tardiness . Priority rules

1 Introduction

When a product reaches its end-of-life state, it can be treated
further in various ways such as reuse, remanufacturing,
recycling, and disposal. Among them, remanufacturing is a
product recovery option that reprocesses end-of-use/life prod-
ucts in such a way that their qualities, performance, reliability,
and appearance are as good as new. According to Steinhilper
[1], remanufacturing is one of the advanced end-of-life
options since the geometric form of the original product is
retained while restoring it to like-new conditions. Compared
with the material recycling option in which products
are destroyed and useful materials are extracted, the
remanufacturing option has both economic and environmental
benefits. For example, remanufacturing is an emerging indus-
try with high profit margins, and also, the energy embodied in
producing a new product is estimated as four to five times as
high as the energy embodied in the remanufactured product
[2].

A typical remanufacturing system consists of three subsys-
tems: disassembly, reprocessing, and reassembly shops [3].
An end-of-use/life product is disassembled into its constituent
components at the disassembly shop. Then, the components
are reconditioned into like-new ones at the reprocessing shop.
Finally, the reprocessed components are reassembled into
remanufactured products at the reassembly shop. See
Steinhilper [1], Lund [2], and Sundin and Bras [4] for details
on remanufacturing processes. According to the physical
structure of the three dependent subsystems, there may be
various system configurations. Among them, this study con-
siders the one with a single disassembly workstation, parallel
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flow-shop-type reprocessing lines, and parallel reassembly
workstations. Note that the typical remanufacturing configu-
ration considered in this study can be found in various
remanufacturing systems, especially in automotive part
remanufacturing systems.

For the remanufacturing configuration, we address the
scheduling problem that determines the sequence of products
to be disassembled at the disassembly workstation, the se-
quence of reprocessing components at each workstation of
flow-shop-type reprocessing lines, and the allocation and se-
quence of reassembling products at parallel reassembly work-
stations. In the theoretical aspect, the problem is different from
the ordinary two-stage assembly flow shop scheduling prob-
lem because the system considered in this study has the first-
stage disassembly workstation that separates products into
their components. Note that the two-stage assembly flow shop
processes the components simultaneously at the first stage,
and then, they are assembled at the second stage after all
components are processed. For the characteristics of the two-
stage assembly flow shop, refer to Lee et al. [5], Al-Anzi and
Allahverdi [6, 7], Allahverdi and Al-Anzi [8], and
Shokrollahpour et al. [9]. Also, the remanufacturing system
considered in this study is different from hybrid flow shops in
that the second-stage reprocessing shop consists of parallel
flow-shop-type lines. See Choi et al. [10], Chamnanlor et al.
[11], and Yang [12] for various configurations for the hybrid
flow shop and Linn and Zhang [13] for a literature review on
the associated scheduling problems.

Most previous studies on remanufacturing scheduling are
done by Guide and his collaborators. Guide [14, 15] reports an
application of the synchronous scheduling approach, called
the drum-buffer-rope, to a military depot that remanufactures
aircraft engines and shows from simulation experiments that
the proposedmethod outperforms the schedulingmethod used
at the depot. Later, more studies are performed on priority
rules, and the simulation results show that simple rules work
well to support the drum-buffer-rope method [16–18].
Kim et al. [19] consider a remanufacturing system with a
single disassembly workstation, parallel flow-shop-type
reprocessing lines, and a single reassembly workstation and
propose various scheduling algorithms that minimize the total
flow time. Also, some other articles consider the scheduling
problem for each of the three subsystems. For the disassembly
shop, Kizilkaya and Gupta [20] propose a flexible kanban
system that lowers shortage levels, and later, Udomsawat
and Gupta [21] extend it to a multi-kanban system. Yu et al.
[22] define the reprocessing shop scheduling problem as job
shop scheduling with job families in which reprocessing jobs
are grouped into job families each of which corresponds to a
remanufactured product type. Later, Kim et al. [23] extend it
to the problem with sequence-dependent setups.

As explained earlier, this study considers a scheduling prob-
lem in remanufacturing systems with a single disassembly

workstation, parallel flow-shop-type reprocessing lines, and
parallel reassembly workstations. The problem is to deter-
mine the sequence of products to be disassembled at the
disassembly workstation, the sequence of components to be
reprocessed at each workstation of the reprocessing lines,
and the allocation and sequence of the remanufactured prod-
ucts to be reassembled at parallel reassembly workstations.
In fact, the problem considered in this study extends Kim
et al. [19] by considering the due date-based objective and
parallel reassembly workstations. As in other scheduling
problems, the tardiness measure is particularly important in
the systems that there is a penalty to complete a job beyond
its due date and the penalty increases as the gap between the
job’s due date and its completion time increases. Also, as
hybrid flow shops, the parallel workstations are installed at
the reassembly shop for the purpose of increasing both pro-
ductivity and flexibility of remanufacturing systems. To the
best of the authors’ knowledge, there is no previous study on
due date-based scheduling for remanufacturing systems with
flow-shop-type reprocessing lines and parallel reassembly
workstations.

To represent the problem mathematically, a mixed integer
programming model is developed for the objective of mini-
mizing the total tardiness. Then, due to the problem complex-
ity, we propose the priority scheduling approach that employs
a priority rule to select an operation among those waiting in a
queue of a workstation for practical applications. To test the
performances of various priority rules, simulation experiments
were done on a number of test instances and the results are
reported. In particular, the scheduling approach proposed in
this study is compared with the previous one that determines
the reprocessing and reassembly schedules according to the
disassembly sequence. Also, we report the results on the com-
parison between the rule combination approach that uses dif-
ferent rules on disassembly, reprocessing and reassembly
shops, and the single rule approach that uses the same rule
over the three subsystems.

The rest of this paper is organized as follows. The next
section describes the problem in more detail with a mixed
integer programming model. Sections 3 and 4 present the
priority scheduling approach and the simulation results, re-
spectively. Finally, Sect. 5 concludes the paper with further
research areas.

2 System and problem descriptions

This section explains the remanufacturing systems considered
in this study, and then describes the problem in more detail
with a mixed integer programming model.

As explained earlier, the remanufacturing system consists
of three serial stages: single disassembly workstation, parallel
flow-shop-type reprocessing lines, and parallel reassembly
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workstations. In the aspect of scheduling theory, the system
can be regarded as a three-stage hybrid flow shop, but it is
different from the ordinary one because it has a disassembly
workstation and parallel flow-shop-type reprocessing lines
with serial workstations. Figure 1 shows a remanufacturing
system with three flow-shop-type reprocessing lines and two
parallel reassembly workstations. As can be seen in the figure,
each of the two end-of-use/life product types is disassembled
into its components at the disassembly workstation, i.e., prod-
uct PA into components CA1, CA2, and CA3 and product PB
into components CB1 and CB2. Then, each of the components
is reprocessed at its dedicated flow-shop-type reprocessing
line, where the required reprocessing operations are done
through its serial workstations. Finally, the reprocessed com-
ponents for each product are reassembled into the correspond-
ing remanufactured product at one of the parallel reassembly
workstations. Note that the reassembly operation for a
remanufactured product can be started only when all of its
components are reprocessed on the reprocessing lines. It is
assumed that the parallel reassembly workstations are identi-
cal, and hence the reassembly operations of a product can be
done at any reassembly workstation with equal time.

Now, the problem considered here can be briefly described
as follows. For a given set of end-of-use/life products, the
problem is to determine the sequence of products to be
disassembled at the disassembly workstation, the sequence
of reprocessing components at each workstation of the flow-
shop-type reprocessing lines, and the allocation and sequence
of reassembling products at the parallel reassembly worksta-
tions. Figure 2 shows an example of remanufacturing sched-
ule for the example system given in Fig. 1. As can be seen in
the figure, the disassembly sequence is PA → PB, and the
reprocessing sequences are CA1 → CB1, CA2 → CB2, and
CA3 → CB3 at reprocessing lines 1, 2, and 3, respectively.

Finally, remanufactured products PA and PB are reassembled
at reassembly workstations 1 and 2, respectively. The objec-
tive is to minimize the total tardiness, where the tardiness of a
remanufactured product is defined as the positive deviation of
the completion time and the due date of the product, i.e.,

∑ imax CA
i −di; 0

� �
;

where CA
i and di denote the completion time of reassembling

product i at a reassembly workstation and the due date of
remanufactured product i, respectively.

This study considers a static and deterministic version of
the problem, i.e., all jobs are ready for processing at time 0,
and the problem data, such as processing times, due dates, and
so on, are deterministic and given in advance. Other assump-
tions made are as follows: (a) each workstation can process
only one operation at a time; (b) setup times are sequence-
independent, and hence can be included in the corresponding
processing times; (c) transportation times between worksta-
tions are ignorable; (d) preemption is not allowed; and (e)
component defectives are not considered.

To describe the problem more clearly, a mixed integer pro-
gramming model is proposed. The following notations are
used in the formulation.

Indices
i products, i=1 , 2 , …n
j components (reprocessing lines), j=1 , 2 , …m
k workstations in a reprocessing line, k=1 , 2 , … lj
l reassembly workstations, l=1 , 2 , … r

Parameters
tDi processing time required to disassemble product i
tRijk processing time required to reprocess component j at

workstation k of reprocessing line j

Fig. 1 Remanufacturing system
configuration: example
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tAi processing time required to reassemble product i at
reassembly workstations

di due date of remanufactured product i
M large number

Decision variables
CD

i completion time of disassembling product i at disas-
sembly workstation

CR
ijk completion time of reprocessing component j of

product i at workstation k of the corresponding
reprocessing line

CM
i largest completion time among those of reprocessing

components of product i at the last workstations of
reprocessing lines

CA
i completion time of reassembling product i at a reas-

sembly workstation
xii0 = 1 if product i is disassembled directly before prod-

uct i′, and 0 otherwise
yii0 jk = 1 if component j of product i is reprocessed di-

rectly before the component j′ of product i′ at work-
station k of reprocessing line j, and 0 otherwise

uAi = 1 if product i is reassembled firstly at one of the
reassembly workstation, and 0 otherwise

zii0 = 1 if product i is reassembled directly before product
i′, and 0 otherwise

Now, the mixed integer programming model is given
below.

[P] Minimize ∑n
i¼1max CA

i −di; 0
� �

subject to

CD
i ≥ t

D
i for all i ð1Þ

CD
i0 −C

D
i þM ⋅ 1−xii0

� �
≥ tD

i0 for all iand i0 i≠i0ð Þ ð2Þ
CD

i −C
D
i0 þM ⋅xii0 ≥ t

D
i for all iand i0 i≠i0ð Þ ð3Þ

CR
ij1≥C

D
i þ tRij1 for all iand j ð4Þ

CR
ij;kþ1≥C

R
ijk þ tRij;kþ1 for all i; jandk ð5Þ

CR
i0 jk−C

R
ijk þM ⋅ 1−yii0 jk

� �
≥ tR

i0 jk for all i; i0 i≠i0ð Þ; jandk ð6Þ

yii0 jk þ yi0 ijk ≤1 for all i; i0 i≠i0ð Þ; jandk ð7Þ
CM

i ≥CR
ijl j

for all iand j ð8Þ
CA

i ≥C
M
i þ tAi for all i ð9Þ

CA
i0−C

A
i þM ⋅ 1−zii0

� �
≥ tA

i0 for all iand i0 i≠i0ð Þ ð10Þ
zii0 þ zi0i≤1 for all iand i0 i≠i0ð Þ ð11Þ
∑n

i¼1u
A
i ≤r ð12Þ

∑n
i¼1zi;nþ1≤r ð13Þ

uAi þ ∑n
i0 ¼1

zi0 i ¼ 1 for all i i≠i0ð Þ ð14Þ

uAi þ ∑nþ1
i0 ¼1

zii0 ≤2 for all i i≠i0ð Þ ð15Þ

∑nþ1
i0 ¼1

zii0 ≤1 for all i i≠i0ð Þ ð16Þ
xii0 ; yii0 jk ; u

A
i ; zii0∈ 0; 1f g for all i; i0 i≠i0ð Þ; jandk ð17Þ

Fig. 2 Remanufacturing
schedule: example
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The objective function represents minimizing the total tar-
diness. Constraint set (1) specifies the completion times of
disassembling products. Constraint sets (2) and (3) ensure that
no two products can be disassembled simultaneously at the
disassembly workstation. Constraint set (4) specifies the com-
pletion time of the first reprocessing operation of each com-
ponent, which also ensures that the first reprocessing opera-
tion must be done after the corresponding disassembly opera-
tion is completed. Constraint set (5) represents the precedence
relation between two successive reprocessing operations of a
component. Similar to (2) and (3), constraint sets (6) and (7)
ensure that no two operations can be done simultaneously at
eachworkstation of reprocessing lines. Constraint set (8) spec-
ifies the largest completion time among those of reprocessing
components for a product. Similar to (4), constraint set (9)
specifies the completion time of reassembling operation of a
product, which also ensures that a product reassembly must be
done after the corresponding reprocessing operations are com-
pleted. Similar to (2) and (3), constraint sets (10) and (11)
ensure that no two products can be reassembled simultaneous-
ly at each reassembly workstation. Constraint sets (12), (13),
(14), (15), and (16) specify the allocation and sequence of
reassembling products, which can be obtained by allocating
reassembly jobs to the earliest available workstation according
to the sequence. Specifically, constraint sets (12) and (13)
ensure that at most, one product can be the first and the last
ones of the sequence, respectively. Constraint sets (14) and
(15), together with (12) and (13), specify the sequence of
products to be allocated and sequenced at reassembly work-
stations. Also, constraint set (16) represents that each reassem-
bly job must have at most one direct successor on the reas-
sembly sequence. Finally, constraint set (17) represents the
conditions of decision variables.

We can easily see that the problem [P] considered in this
study is NP-hard since the single machine tardiness schedul-
ing problem is proven to be NP-hard. See Du and Leung [24]
for its proof. Therefore, instead of the optimal approach with
very limited applications, we propose a practical priority rule-
based approach. Recall that the remanufacturing scheduling
problem is much more complicated than the ordinary hybrid
flow shop scheduling problem since it contains parallel flow-
shop-type reprocessing lines.

3 Priority scheduling approach

This section explains the priority scheduling approach that
determines disassembly, reprocessing, and reassembly sched-
ules by employing one or more priority rules. In this study, we
adopt the priority scheduling approach since it is simple and
easy to implement while yielding reasonable solutions with
very short computation times.

As in other scheduling problems, the priority rules are
used according to the non-delay schedule generation meth-
od in which a schedule is generated in such a way that no
workstation is kept idle at a time when it can begin pro-
cessing some operations. In other words, the next job to be
processed on a workstation is selected when a workstation
becomes idle after the current job is completed. Here, a job
implies a product at disassembly and reassembly worksta-
tions and a component at reprocessing workstations, re-
spectively. See Baker [25] for more detail on non-delay
schedules. Recall that the reassembly schedule is obtained
by selecting an available product to be reassembled using a
priority rule, and then, it is allocated to the earliest available
reassembly workstation.

In this study, the following priority rules were tested be-
cause they perform better than others for due date-based
scheduling problems. Note that some priority rules are modi-
fied according to the characteristics of the remanufacturing
systems. Before describing the priority rules, the additional
notations are summarized below.

t time at which a priority rule is applied, i.e., when a work-
station becomes idle after completing the current job

Nwt set of jobs waiting in front of workstation w at time t

Now, the priority rules are explained below.

FCFS select a job that arrived the earliest at the queue of
a workstation, i.e., first come first served

SPT select a job with the shortest processing time, i.e.,
select a job i* such that

i* ¼ argmini∈Nwt
tDi

� �
for disassembly workstation;

i* ¼ argmini∈Nwt
tRijw

n o
for reprocessing workstations; and

i* ¼ argmini∈Nwt
tAi

� �
for reassembly workstations

LPT select a job with the longest processing time, i.e.,
select a job i* such that

i* ¼ argmaxi∈Nwt
tDi

� �
for disassembly workstation;

i* ¼ argmaxi∈Nwt
tRijw

n o
for reprocessing workstations; and

i* ¼ argmaxi∈Nwt
tAi

� �
for reassembly workstations

EDD select a job with the earliest due date, i.e., select a
job i* such that i* ¼ argmini∈Nwt

dif g
SLACK select a job with the minimum slack value, i.e., se-

lect a job i* such that i* ¼ argmini∈Nwt
di−t−riwf g;

where riw denotes the remaining work of job i on workstation
w, i.e., sum of processing times of successor operations in-
cluding itself

MDD select a job with the minimum modified due date,
i.e., select a job i* such that i* ¼ argmini∈Nwt

di; t þ riwf g
CR select a job with the minimum critical ratio value, i.e.,

select a job i* such that i* ¼ argmini∈Nwt
ðdi−tf Þ=riwg
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COVERT select a job with the maximum cost over time
value, i.e., select a job i* such that

i* ¼ argmaxi∈Nwt
1=tDi
� �

∙ð1− di−t−riwð Þ=kb∙ riw−tDi
� �� �

for disassembly workstation;

i* ¼ argmaxi∈Nwt
1=tRiiw
� �

∙ð1− di−t−riwð Þ=kb∙ riw−tDijw
� �n o

for reprocessing workstations; and
i* ¼ argmaxi∈Nwt

1=tAi
� �

for reassembly workstations,

where kb denotes the parameter used to estimate the comple-
tion time of a job (from a preliminary test, kb was set to 0.7 in
the test).

RMDD select a job with the minimum reverse modified
due date, i.e., select a job i* such that

i* ¼ argmini∈Nwt
tDi þmin di−t−riw; 0ð Þ� �

for disassembly

workstation;

i* ¼ argmini∈Nwt
tRijw þmin di−t−riw; 0ð Þ

n o
for reprocessing

workstations; and
i* ¼ argmini∈Nwt

tAi þmin di−t−riw; 0ð Þ� �
for reassembly

workstations.

The priority rules explained above can be used in two ways.
First, one priority rule is used across disassembly, reprocessing,
and reassembly workstations, i.e., single rule approach.
Second, different rules are used across the three workstation
types, i.e., rule combination approach. Note that the approach
of Kim et al. [19] is a rule combination in which the sequence
of disassembling products is determined by a priority rule and
the reprocessing and reassembly schedules are determined ac-
cording to the sequence of disassembling products, i.e., FCFS
in reprocessing and reassembly workstations.

4 Simulation experiments

To test the performances of the priority rules, simulation ex-
periments were done on various random instances, and the
results are reported in this section. The simulation model,
together with the priority rules, was coded in C++, and the
tests were done on a workstation with Intel Core i5 processor
operating at 2.80 GHz.

For the simulation experiments, we generated two types of
test instances, i.e., agreeable and non-agreeable instances,
where the agreeable instances have the property that due dates
increase as the sums of disassembly, reprocessing, and reas-
sembly times increase. The agreeable instances were consid-
ered to test the performance of EDD schedules because if the
SPT sequence is identical to the EDD sequence, it is optimal
for the basic single machine scheduling problem that mini-
mizes the total tardiness. For evaluating the results, we use
the relative deviation index, where the relative deviation index
for a test instance is defined as

TTa−TT bestð Þ= TTworst−TT bestð Þ

where TTa is the total tardiness obtained from rule (or rule
combination) a, TTworst is the worst one for that instance
among those obtained from all rules (or rule combinations),
and TTbest is the best one for that instance among those ob-
tained from all rules (or rule combinations). Note that the CPU
seconds are not reported here since all the test instances were
solved within 1 s.

For each of the two instance types (agreeable and non-
agreeable), 320 instances were generated randomly according
to the method of Kim et al. [19], i.e., 10 instances for each of
32 combinations of 2 levels of due date tightness (loose and
tight), 4 levels of the number of products (20, 40, 60, and 80),
2 levels for the number of components (3/5 and 7/9), and 2
levels for the number of reassembly workstations (2 and 3).
Recall that a component is reprocessed at its dedicated
reprocessing line, and hence, the number of reprocessing lines
is the same as the number of components for a product type.

The detailed data were generated as follows. The processing
times were generated fromDU(1100), where DU(a, b) denotes
the discrete uniform distribution with range [a, b]. Also, the due
dates of remanufactured products were generated from

DU Ci⋅ 1−T−R=2ð Þ;Ci⋅ 1−T þ R=2ð Þð Þ

where Ci denotes the estimated completion time of product i,
which was calculated as

tDi þmax
∑n

i¼1∑
m
j¼1∑

l j
k¼1t

R
ijk

m
;max j;k tRijk

n o( )

þmax
∑n

i¼1t
A
i

w
;max tAi

� �� 	

Also, the tardiness factor Tand the relative due date range R
were set to 0.2 for the instances with loose due dates and 0.6
for the instances with tight due dates, respectively.

Test results are summarized in Tables 1 and 2 that show
relative deviation indices of all priority rules tested for the
instances with loose and tight due dates, respectively. As
can be seen in Table 1, EDD dominates the others for all
the agreeable and non-agreeable test instances with loose
due dates. On the other hand, Table 2 shows that no one
priority rule dominates the others for the instances with
tight due dates. Specifically, EDD, LPT, and CR are better
than the others in overall averages for the agreeable test
instances and LPT, COVERT, EDD, and CR for the non-
agreeable test instances. To show the statistical differences
among the priority rules, the Duncan’s multiple range test
was done for all the test instances, and the result is given in
Table 3. It can be seen from the table that EDD and CR are
better than the others for both agreeable and non-agreeable
test instances.
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The next test was done to compare the best priority rule
with the previous approach of Kim et al. [19] in which the
disassembly schedule is determined by a priority rule and the
resulting reprocessing and reassembly schedules are deter-
mined according to the disassembly schedule. From a prelim-
inary test, we found that EDD outperforms the others and
hence it was compared with the previous one with the EDD
rule in disassembly and the FCFS rule in reprocessing and
reassembly, i.e., EDD-FCFS-FCFS, for the test instances with
tight due dates, and the results are summarized in Table 4 that
shows the percentage improvements over the previous one. It
can be seen from the table that a significant amount of im-
provement can be obtained from the approach proposed in this
study, i.e., 64.9% for agreeable and 59.9% for non-agreeable
test instances in overall averages. However, there was no dif-
ference between the two approaches for the instances with
loose due dates.

Another test was done to compare two different approaches
that use the priority rules, i.e., single rule approach that uses
the same priority rule over disassembly, reprocessing, and
reassembly shops and rule combination approach that uses
different rules over the three subsystems. For the rule combi-
nation approach, we selected SPT for disassembly worksta-
tion, EDD for reprocessing lines, and LPT for reassembly
workstations from a preliminary test. In summary, we com-
pared EDD under the single rule approach with SPT-EDD-
LPT under the rule combination approach, and the test results
are summarized in Table 5 that shows the percentage improve-
ments of SPT-EDD-LPTover EDD for the instances with tight
due dates (agreeable and non-agreeable). As can be seen in the
table, SPT-EDD-LPT outperforms EDD significantly. In par-
ticular, the outperformance is larger for the non-agreeable in-
stances, i.e., 33.8% for agreeable and 61.1% for non-agreeable
instances. However, there was no difference between the two
approaches for the instances with loose due dates.

The final test was done to show the performance of the best
rule combination SPT-EDD-LPT in the absolute sense, i.e.,
gaps from the optimal solution values or lower bounds obtain-
ed by solving the mixed integer programming formulations
using CPLEX 12.5 under the time limit of 3600 s. For this
test, 160 small sized instances were randomly generated for
the tight due date case, i.e., 10 instances of each of 16 combi-
nations of 4 levels of the number of products (5, 8, 10, and 13),
2 level of number of components (2 and 3), and 2 levels of the
number of reassembly workstations (1 and 2). The data were
generated using the method explained earlier. Test results are
summarized in Table 6 that shows the number of test instances
that the CPLEX gave the optimal solutions, its CPU seconds,
and the gaps from the optimal solution values or lower bounds
for the best rule combination SPT-EDD-LPT. As expected, the
CPU seconds of CPLEX increase sharply as the problem size
increases. In fact, some test instances with 13 products could
not be solved using the CPLEX within 3600 s. Also, it can beT
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seen from the table that the gaps of SPT-EDD-LPT are quite
high because it is based on the simple rule based scheduling
approach. Nevertheless, it is better than the other priority rules
and rule combinations tested in this study and useful for the
situations that the decision time is very critical.

5 Concluding remarks

This study considered the scheduling problem in
remanufacturing systems with a single disassembly worksta-
tion, parallel flow-shop-type reprocessing lines, and parallel
reassembly workstations. The problem is to determine the
sequence of products to be disassembled at the disassembly
workstation, the sequence of components to be reprocessed at
each workstation of the flow-shop-type reprocessing lines,
and the allocation and sequence of the products to be
reassembled at the parallel reassembly workstations. Unlike
the previous study, we considered the due date-based objec-
tive of minimizing the total tardiness and parallel workstations
at the reassembly process. A mixed integer programming
model was developed to represent the problem mathematical-
ly, and then, a priority rule based solution approach was pro-
posed. To test the performances of various priority rules, sim-
ulation experiments were done on a number of test instances,
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Table 3 Results of the Duncan’s multiple range test

Priority rules Agreeable instances Non-agreeable instances

Clusters Clusters

EDD 1 1

CR 1 1 2

LPT 2 2 3

RMDD 3 3 4

COVERT 3 4 5

SLACK 3 4 5

MDDT 3 4 5

SPT 3 5

Table 4 Improvement over the previous approach of Kim et al. [19]

Number of products Agreeable instances Non-agreeable instances

20 36.3a 24.3

40 61.1 45.1

60 85.3 84.6

80 76.9 85.7

Average 64.9 59.9

a Average percentage improvement of EDD over EDD-FCFS-FCFS out
of 40 agreeable instances with tight due dates
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and the best priority rules were identified. In particular, we
showed from additional tests that the solution approach pro-
posed in this study outperforms the previous one that deter-
mines the reprocessing and reassembly schedules according to
the sequence of disassembling products significantly and also
the rule combination approach that uses different rules on
disassembly, reprocessing, and reassembly shops outperforms
the single rule approach that uses the same rule over the three
subsystems.

This study can be extended in several directions. In the
theoretical aspect, it is needed to develop optimal algorithms
after characterizing the problem properties. Also, various
meta-heuristics can be developed to improve the solution
quality. Finally, for practical applications, other consider-
ations, such as sequence-dependent setups, non-dedicated
reprocessing lines, finite buffers, and uncertainties, can be
additionally incorporated into the problem considered in this
study.
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