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Abstract It is well-known that the reliability of finite element
(FE) simulation results of cutting processes depends mainly
on two factors: implementation of a well-defined constitutive
model which can properly represent the severe deformation in
chip formation process as well as the viability of the relation
adopted to simulate the frictional condition at the tool-chip
interface. In the current study, a systematic approach is pre-
sented to evaluate the performance of various friction models
in three different FE commercial codes: Deform 2D, Abaqus/
Explicit and AdvantEdge. The frictional condition was
analysed for two uncoated cemented carbide-plain carbon
steel combinations: K10/AISI 1045 and H13A/AISI 1080.
The results indicated that approximately similar ranges of
minimum average error in simulation responses can be
achieved, independently of the FE code used for simulation
of the chip formation process and for both tool-work material
combinations. The reasons for this observation were critically
discussed.

Keywords Cutting process . Friction model . Finite element
method . Artificial neural network . Johnson-Cook

1 Introduction

Metal cutting process often plays a central role in manufactur-
ing industrial components, where they are closely dimen-
sioned, new features such as holes and fillets are made and
the specific demands on the properties of machined surfaces
are secured. In cutting operations, the work material in the
vicinity of the tool edge experiences a severe plastic deforma-
tion at very high strain rates, normally in order of 103–106 s−1,
and a substantial amount of heat is therefore generated at the
tool-chip interface [1]. As a result, the tool edge is often sub-
jected to high contact pressures and temperatures, the amounts
of which can exceed 5 GPa and 1200 °C, respectively [1, 2].
Under such extreme conditions, the cutting edge can wear
down after only a short machining time. The worn tools may
in turn deteriorate the surface finish properties and the dimen-
sional accuracy of the machined parts.

For many years, costly experimental procedures have been
regarded as the only reliable method to estimate the tool life
and to optimise the machining operations to achieve higher
efficiency in terms of time and cost. In recent years, however,
the significant advances in the computing power of computers
have facilitated the application of advanced numerical tech-
niques such as finite element method (FEM) in metal cutting
research and development. This has provided the opportunity
to simulate the responses such as tool surface temperature and
stress distribution around the cutting edge under various cut-
ting conditions and for different tool geometries, which in turn
has allowed the development of cost-effective and robust ap-
proaches for tool wear estimations under operational condi-
tions [3–5]. Yet, the reliability of the FE simulation results has
shown to depend largely upon the reliability of the flow stress
data to describe the severe plastic deformation in shear zone
and viability of the frictional and thermal boundary conditions
adopted at the tool-chip interface [6–8]. A vast number of
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studies have been therefore dedicated to development of the
experimental approaches such as Split Hopkinson Pressure
Bar (SHPB) high strain rate test [9, 10] and inverse modelling
of orthogonal cutting process [11–15] to determine the flow
stress properties of the work material within the common
range of strain, strain rate and temperature encountered during
the chip formation process. In parallel, more advanced consti-
tutive models have been proposed based on the experimental
observations in order to represent the material behaviour un-
der such extreme conditions [12, 16, 17].

The tribological conditions at the tool-chip interface have
been studied using various experimental methods [18–22].
These studies have been generally aimed at understanding
the tribological condition at contact regions and also develop-
ment of an appropriate model that can represent the complex
material deformation at the so-called secondary shear zone at
the tool-chip interface. These methods involved the analysis
of the frictional behaviour either directly by metal cutting tests
or by tribometer instruments that can reproduce similar tribo-
logical conditions as the cutting process. A basic force analy-
sis proposed by Merchant [23] was among the early attempts
to assess the mean (apparent) friction coefficient based on the
results of orthogonal cutting tests. This approach was extend-
ed by Usui et al. [24] using a more advanced slip-line field in
the vicinity of the cutting edge to derive a universal expression
for the mean Coulomb friction coefficient including the influ-
ence of rake angle and restricted contact length. In a more
recent study, Atkins [25] presented a method to estimate the
local frictional behaviour at the tool-chip interface based on
the analysis of the cutting forces and the distribution of the
normal stress along the contact length proposed by Zorev [26].
Tailored cutting experiments using the split and photoelastic
tools have also been suggested by several authors [18, 19] to
measure the local frictional condition on the rake face of the
tools during chip formation process. Several attempts have
also been made to develop tribometer instruments that can
reproduce the tribological conditions at the tool-chip interface.
For instance, Zemzemi et al. [20] and Rech et al. [21] re-
designed the tribometer instrument proposed by Hedenqvist
and Olsson [27] to achieve contact pressures as high as 3 GPa
which can be considered within the common range of normal
pressure on the rake face of the tools during chip formation
process. Even though their approach ensured a reasonable
range of contact pressure and interface temperature, the fric-
tion coefficient was measured on the non-fresh surfaces of the
work material. To overcome this limitation, Smolenicki et al.
[22] designed an in-process tribometer instrument that
allowed to measure the friction coefficient on the newly gen-
erated non-oxidised pin-on-ring contact regions by pre-cutting
the surfaces using a cutting tool placed at a small distance
from the pin. Puls et al. [28] developed an experimental con-
cept similar to the broaching equipment, where the clearance
side of the tools was forced on thin sheets to induce local

deformation in a range common in metal cutting. Under such
conditions, the chip formation is suppressed as a result of a
very negative rake angle and a uniform distribution of contact
pressure is generated across the contact region. Accordingly,
based on the observations of these experimental setups, sev-
eral friction models have been proposed to describe the fric-
tional condition in metal cutting process. The Coulomb
(sliding) friction model [6, 9, 29–32], constant or variable
shear friction relations [6, 11, 31, 33, 34], temperature or strain
rate modified models [19, 28, 35] and finally the velocity-
dependent Coulomb friction model [8, 20, 22] are the main
relations presented in literature. The viability of these models
has been investigated using FE commercial codes in a number
of studies. Özel [6] compared the performance of a number of
friction models adopted in Deform 2D FE commercial code.
He showed that the variable friction models led the least de-
viations from the experimental measurements. Arrazola and
Özel [36] used Abaqus/Explicit with Arbitrary Lagrangian-
Eulerian (ALE) formulation to evaluate the performance of
Coulomb friction model and sticking-sliding friction relation
including various limiting shear stress values in simulation of
orthogonal cutting process. It was shown that sticking-sliding
shear friction model Abaqus/Explicit should be used with
caution, as the acceptable values for limiting shear stress differ
at various cutting conditions and they should therefore be
adjusted carefully. Improper adjustments led to large simula-
tion errors in terms of cutting forces and chip thickness. Bil
et al. [31] compared the performance of three different FE
commercia l codes , MSC Marc, Deform 2D and
AdvantEdge, with respect to the influence of friction coeffi-
cients, different remeshing criteria and threshold tool penetra-
tion values on the simulation results. The shear and sliding
friction models with constant values were evaluated in their
investigations. They showed that the FE simulation results
depend significantly upon the friction coefficients. The lowest
deviations in cutting force predictions were observed for
smaller friction coefficients, whereas more accurate results
were obtained for thrust force and shear angles using larger
friction coefficients.

Apart from the study conducted by Bil et al. [31], the ma-
jority of investigations on viability of friction models have
been limited to only one specific FE commercial code.
Moreover, to the best of our knowledge, a systematic ap-
proach for evaluation of friction models has not been present-
ed in previous studies. In the current study, the viability of the
most widely used models for simulation of the frictional con-
dition at the tool-chip interface has been evaluated. In addi-
tion, the performance of three different FE commercial codes,
Deform 2D, Abaqus/Explicit and AdvantEdge, under nearly
similar thermal and frictional boundary conditions has been
investigated. In order to develop a systematic approach to
evaluate the performance of friction models, the optimum sets
of friction coefficients were initially determined, where the
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criterion was set as the minimum average prediction error of
all the simulated responses including the cutting force (FC),
feed force (Ff), chip thickness (CT) and the contact length
(CL). The results indicated nearly a similar range of minimum
average error for all the adopted friction models, independent
of FE commercial code used for simulation of cutting process.
The reasons for such behaviour were discussed critically, and
the most viable models to represent the tribological condition
at the tool-chip interface were identified.

2 Implemented friction models

The experimental stress measurements using split and
photoelastic tools indicated two distinct contact zones on the
rake face of the tools, widely referred to as sticking and sliding
frictional zones. This has also been shown using other analysis
techniques [37, 38]. In the sticking region, the friction stress is
generally independent of the normal stress and is limited by
the shear flow stress (k) of the work material. However, as the
normal stress reduces on the rake face along the tool-chip
contact length, the friction stress becomes proportional to the
normal pressure (σn). This region on the rake face is referred to
as the sliding zone. Shaw and his co-workers [39]
characterised the sticking and sliding zones along the tool-
chip interface based on the relation between the contact pres-
sure and the real area of the contact (Ar), i.e. the total area of
the asperities formed on the contact pair. According to this
model, the frictional force between two contact surfaces is
produced by the shearing action of the welded asperities, the
amount of which supposedly varies with contact pressure as:

Ar ¼ An 1−exp −ασnð Þ½ � ð1Þ
where An represents the apparent area of contact between the
two surfaces and α is a constant. As evident from Eq. 1, the
real contact area increases with an increase in the contact
pressure, and it ultimately approaches the apparent area of

contact at very high contact pressures. This state represents
the sticking condition near the cutting edge, where the relative
motion between the tool and chip material produces gross
subsurface shear plastic deformation within the adhered ma-
terial on the tool surface. However, as the contact pressure
reduces along the tool-chip contact length, the real area of
contact reduces. Under the condition where Ar «An, the shear
friction stress becomes linearly proportional to the contact
pressure, representing the sliding contact condition far from
the cutting edge. The complex frictional condition at the tool
chip-interface can therefore be formulated using a single
mathematical relation with reference to Eq. 1, as also sug-
gested by Childs [19] and Shirakashi and Usui [40]. The ex-
perimental data presented in literature [41] indicate that the
shear friction stress in the sticking region may vary between
0.5k and k for different tool-work material combinations. The
frictional behaviour is also shown to be highly nonlinear with
respect to the variation of the contact pressure [41]. Hence, an
additional parameter would be required to describe the shear
friction stress within the entire range of contact pressure at the
tool-chip interface:

τ ¼ 1−exp −α1σ
α2
n

� �� �
k ð2Þ

Figure 1a shows the variation of the friction coefficient
with respect to the contact pressure for different combination
of friction parameters. The local frictional behaviour at tool-
chip interface may also be described using the following
relation:

τ ¼ μσn μσn < mk Lst≤x≤Lslð Þ
mk μσn ≥ mk 0≤x≤Lstð Þ

�
ð3Þ

where Lst and Lsl represent the sticking and sliding contact
lengths, respectively. μ and m are the sliding and sticking
friction coefficients. Based on this model, the friction stress
under sticking condition is proportional to the shear flow
stress of the work material at tool-chip interface and it is pro-
portional to the normal stress within the sliding zone. The

Fig. 1 Variation of pressure- and
velocity-dependent friction
coefficients with contact pressure
and sliding velocity based on
Eqs. 2 and 5, respectively.
Experimental data for the
velocity-dependent model were
taken from Puls et al. [42]
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experimental measurements presented by Childs et al. [41]
showed that the shear friction coefficient,m, may take a value
between 0.5 and 1 while μ can take values as high as 1.5 when
cutting steels using uncoated carbide tools. Both μ and m are
also shown to vary significantly with temperature and contact
pressure.

The Coulomb friction law has also been implemented to
describe the shear stress at the tool-chip interface, assuming
the friction coefficient as a function of either sliding velocity
or interface temperature [8, 20]. Puls et al. [42] developed an
experimental concept to provide the apparent Coulomb fric-
tion coefficient (μapp) at various sliding velocities by measur-
ing the axial and tangential forces acting on the clearance side
of the tool while being forced in transverse direction toward
the disc rotating in the opposite direction compared to the
conventional case of a turning operation. In this way, it was
possible to suppress the chip formation process as a result of a
very negative rake angle (−80°) and therefore a uniform fric-
tional condition could be reproduced across the contact re-
gion. The friction coefficient was then calculated based on
the basic force analysis proposed by Merchant [23]:

μapp ¼
F t þ tan γð ÞFC

FC−tan γð ÞF t
ð4Þ

where γ is the rake angle and Ft and FC are the tangential and
normal force across the contact region. In the current study,

based on the results of this experimental setup, a mathematical
relation was derived for the velocity-dependent Coulomb fric-
tion coefficient:

μ ¼ 0:6−μ0ð Þexp − α1VSð Þα2ð Þð Þ þ μ0 ð5Þ
where α1, α2 and μ0 are the model parameters. Here, μ0 was
assumed at 0.2, while the upper limit for friction coefficient
was set at 0.6 based on the experimental measurements pre-
sented for H13A/AISI 1045 tool-work material combination
[42]. Figure 1b shows the variation of the friction coefficient
with sliding velocity for different combinations of parameters
along with the experimental measurements.

Table 1 summarises the friction models adopted in the cur-
rent study. In addition to Eqs. 2, 3 and 5, the Coulomb
(sliding) and shear friction models with constant parameters
were also adopted for simulation of the chip formation pro-
cess. These models are often regarded as the standard relations
for simulation of the tribological condition at tool-chip inter-
face in metal cutting based on their availability in various FE
commercial codes, as will be discussed in Section 3.2.

3 Evaluation methodology

In order to evaluate the viability of the presented friction
models to describe the frictional condition at the tool-chip

Table 1 The friction models
investigated in current study Friction model Mathematical formulation

Sliding friction model (SL) [7, 9, 29–32] τ =μσn,μ= const.

Velocity-dependent friction model (VD)
τ ¼ μσn;μ ¼ 0:6−μ0ð Þ exp − α1VSð Þα2ð Þð Þ þμ0

Shear friction model (SH) [6, 31, 33] τ =mk,m= const.

Pressure-dependent shear friction model (PD)
τ ¼ mk;m ¼ 1−exp −α1σα2

n

� �� �
Sticking-sliding friction model (SS) [6, 36, 43]

τ ¼ μσn μσn < mk Lst≤x≤Lslð Þ
mk μσn ≥ mk 0≤x≤Lstð Þ

�

Fig. 2 The flowchart indicating
the steps of the evaluation
methodology adopted in this
study

3220 Int J Adv Manuf Technol (2017) 88:3217–3232



interface, initially the optimum combination of friction param-
eters was determined for each model according to the steps
shown in Fig. 2. The aimwas to ensure that the frictionmodels
were evaluated based on their optimum combinations at which
the least deviations from the experimental measurements, in-
cluding the chip thickness, contact length and the cutting/feed
forces, were achieved. This allowed for a more systematic
evaluation of the performance of a certain friction model by
calculation of the percentage of the average simulation errors.

As evident from Fig. 2, initially a different combination of
friction parameters was generated for each of the models pre-
sented in Table 1. In the case of the models with two param-
eters (i.e. VD, PD and SS models), the central composite de-
sign (CCD) was adopted to generate nine different combina-
tions of friction parameters in three levels. The friction coef-
ficient for the models with only one parameter was also varied
in three levels; however, the step sizes were set similar as the
ones adopted in the sticking-sliding model. The chip forma-
tion process was then simulated in different FE commercial
codes incorporating various combinations of friction parame-
ters generated for each model. Two different cutting condi-
tions, A and C, were simulated in this step for both
tool/material combinations (see Table 3). The response sur-
faces were then established for models with two parameters
using artificial neural network (ANN) platform available in
MATLAB software [45] to describe the relation between fric-
tion parameters and the simulated outputs. In the case of the
models with only one parameter (e.g. sliding friction (SL) and
shear friction (SH) models), the mathematical relations be-
tween the friction coefficient and the simulation outputs were

simply expressed as third-order polynomials. The optimum
sets of friction coefficients were then identified by formulating
an optimisation problem as:

Min f xð Þ suchthat X lb < X < X ub ð6Þ
where Xlb and Xub represent the vectors including the lower
and upper bounds of the friction parameters for a certain mod-
el. Table 2 shows the upper and lower bounds set for each of
the friction model as well as the total number of variations
adopted for each model to determine the response surfaces
(or the third-order polynomials). Note that the upper and lower
values of the Coulomb friction model (SL) were set based on
the experimental data presented by Puls et al. [42] for H13A-
AISI 1045 tool-workpiece material combinations. f(X) in
Eq. 6 represents the objective function expressed as:

f Xð Þ ¼
X4

m¼1

wm

XN
n¼1

Ymn;ANN−Ymn;EXP

Ymn;EXP

� �22
4

3
5

8<
:

9=
; ð7Þ

where X is a vector including the friction parameters. N is
the number of cutting conditions used for identification of
optimum friction coefficients. Ymn,ANN and Ymn,EXP, re-
spectively, represent the calculated responses by integra-
tion of FEM and ANN and the corresponding experimen-
tal measurements at similar cutting conditions. wm is the
weight factor for each term in Eq. 7, and they were as-
sumed unitary in the current study to ensure an identical
impact for each term in the objective function in the op-
timisation process. The interior point optimisation

Table 2 The lower and upper bounds of the friction parameters adopted in the current study

Friction model Lower bound Upper bound Number of
combinations

Sliding friction model (SL) μ= 0.2 μ = 0.6 3

Velocity-dependent friction model (VD) α1 = 0.35, α2 = 0.5 α1 = 0.75, α2 = 2.5 9

Shear friction model (SH) m= 0.5 m= 1.0 3

Pressure-dependent shear friction model (PD) α1 = 0.0025, α2 = 0.8 α1 = 0.0065, α2 = 1.0 9

Sticking-sliding friction model (SS) μ= 0.2, m= 0.5 μ = 0.6, m= 1.0 9

Table 3 The cutting data used in
the current study Work

material
Condition Tool

material
Cutting speed
(m/min)

Rake
angle (°)

Feed rate
(mm/rev)

Depth of
cut (mm)

AISI 1080 A H13A 90 0 0.1 2
B 120

C 180

AISI 1045 [44] A K10 120 6 0.1 NAa

B 120 0.2

C 240 0.1

D 240 0.2

a Depth of cut at least 10 times larger than uncut chip thickness [44]
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algorithm with multiple starting points in MATLAB was
adopted to find the global optimum solution.

3.1 Material and experimental details

The orthogonal machining tests for AISI 1080 eutectoid steel
were performed under dry condition using Sandvik N151.2-
650-50-3B-H13A standard uncoated cemented carbide [11].
Prior to machining tests, a cylindrical bar with 60 mm diam-
eter and 55 mm length was heat treated to achieve a pearlitic
structure with fine lamellar spacing. The procedure involved
initial austenitisation at 865 °C for 1 h followed by 10 min
cooling within a salt bath with 590 °C and air cooling to room
temperature. The heat treatment procedure resulted in a fully
pearlitic structure with 0.274-μm mean true lamellar spacing.
All machining tests were performed on an EMCO 365 CNC
lathe equipped with a Kistler 9275A three-component dyna-
mometer to measure the cutting forces. Orthogonal cutting
condition was met through transverse machining of flanges
with 2-mm thickness, generated on the cylinder prior to ma-
chining tests. Each cutting test was repeated three times with
fresh inserts to ensure reproducibility of the experimental
results.

A Leitz DMRX light optical microscope equipped with
AxioVision digital image processing software was used to
measure the thickness of randomly selected chips produced
under various cutting conditions. The chip-tool contact

lengths were also measured by means of energy-dispersive
spectroscopy (EDS) analysis on the rake face of the inserts
after machining using iron elemental mapping.

The experimental data for AISI 1045 alloy were taken from
[44]. The author used K10 uncoated carbide with 6° rake
angle and no chip breaker for orthogonal cutting tests. The
orthogonal cutting tests were performed on tubes with cutting
width at least ten times larger than the feed rates. Table 3
shows the cutting conditions used in the current study for
evaluation of the friction models. Table 4 shows the experi-
mental measurements.

3.2 Finite element modelling of cutting process

The chip formation process in Deform 2D and AdvantEdge
was simulated using Lagrangian formulation, while the FE
models in Abaqus/Explicit were constructed using ALE for-
mulation. Figure 3 shows the adopted structural boundary
conditions for the FE models based on ALE and Lagrangian
formulations. In ALE approach, the mesh around the cutting
edge, where the work material undergoes severe plastic defor-
mation, is fixed in space and it follows the Eulerian formula-
tion. However, the mesh at the machined surface and also
within the part of the work material which forms the final
geometry of the chip is left unconstrained and follows
Lagrangian formulation. Hence, the elements on the chip tail
are steadily expanded and the final chip is produced during FE

Table 4 The experimental
measurements during orthogonal
machining AISI 1080 and AISI
1045 steels

Work material Condition CT (mm) CL (mm) FC (N/mm) Ff (N/mm)

AISI 1080 [11] A 0.279 0.524 278 226

B 0.244 0.425 263 197

C 0.219 0.423 267 180

AISI 1045 [44] A 0.320 1.000 287 259

B 0.500 1.325 459 302

C 0.290 0.725 234 179

D 0.450 1.089 413 224

Fig. 3 The boundary conditions
adopted for ALE (a) and
Lagrangian (b) FE models
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analysis. The chip separation in Deform 2D and AdvantEdge
is undertaken by continuous remeshing to eliminate the
distorted elements during the analysis [31, 46]. Once the
new mesh is generated, the calculated outputs from the step
prior to the remeshing stage are interpolated on the new mesh.
The details of ALE and Lagrangian formulations adopted for
FE modelling of the cutting process can be found in [33, 47].

The tool in Deform 2D was assumed to be rigid due to its
relatively high elastic modulus, while the elastic properties of
the tool were directly included in the FE model built in
Abaqus/Explicit and AdvantEdge. Johnson-Cook constitutive
model was incorporated in all FE codes to simulate the visco-
plastic behaviour of the work material within the range of
strain, strain rate and temperature encountered during the chip
formation process:

σ ¼ Aþ Bεnð Þ 1þ Cln
ε
:

ε
:
0

� �	 

1−

T−T r

Tm−T r

� �m	 

ð8Þ

In this model, σ is the flow stress of the work material, ε is
the strain, T is the temperature and ε̇ is the strain rate. A,B,C, n
and m represent the material parameters. ε̇0 is the reference
strain rate and Tm and Tr represent the melting and room tem-
peratures, respectively. The constitutive data for AISI 1045
were taken from [44], where the author used SHPB high strain
rate test for calibration of the Johnson-Cook material model.
In the case of AISI 1080, the material parameters were obtain-
ed using inverse modelling of orthogonal cutting process [11].
In this approach, the author combined response surface meth-
odology (RSM) and Oxley’s machining theory to determine
the mathematical relation between the material parameters and
the outputs of interests including the feed force, cutting force,
chip thickness and contact length for a certain cutting data.

The optimum set of material parameters were then identified
by minimising the difference between the estimation of the
outputs based on the established mathematical relations and
the corresponding experimental measurements at similar cut-
ting conditions. Table 5 shows the material parameters of the
Johnson-Cook model incorporated in this study for AISI 1045
and AISI 1080. The thermal properties of the tool and work-
piece material are also shown in Table 6. The temperature-
dependent data for AISI 1045 were taken from [48], while
JMatProTM commercial software [50] was used to obtain the
thermal properties for AISI 1080.

As mentioned before, AdvantEdge FE commercial code
only supports the Coulomb friction model (SL) with constant
values. In addition to the standard Coulomb friction model, it
is also possible to provide the velocity-dependent Coulomb
friction coefficients in Abaqus/Explicit using tabulated data.
Hence, both the constant and velocity-dependent friction
models were implemented for FE modelling of the cutting
process using Abaqus/Explicit. A wider range of friction
models including the Coulomb, shear and sliding-sticking
friction models are available in Deform 2D, where the friction
coefficients can be defined either as a constant or as a function
of temperature and/or pressure using tabulated data. In addi-
tion, Deform 2D provides a platform to adopt a user-defined
friction coefficient as a function of temperature, shear flow
stress, contact pressure and sliding velocity for each of the
aforementioned friction models by developing FORTRAN
sub-routines. In this study, the velocity and pressure-
dependent friction models presented in Table 1 were imple-
mented using this platform. Table 7 shows the summary of the
friction models implemented in different FE codes in the cur-
rent study.

Table 5 The Johnson-Cook material parameters for AISI 1045 [44]
and AISI 1080 [11]

Material A B C n m ε̇0 Tm (K)

AISI 1045 553.1 600.8 0.0134 0.234 1 1 1773

AISI 1080 534.6 410 0.0062 0.137 1.01 1 1738

Table 6 The thermal properties of the tool and work materials

Material λ (W/m K) ρ×Cp (J/cm
3 K)

AISI 1045 [48] 25 °C<T< 600 °C:
3.91× 10− 8T3− 4.74 × 10− 5T2− 0.0121T+ 46.1

25 °C< T< 600 °C:
4.685 × 10− 6T2 + 1.527 × 10− 3T+ 3.664

T > 600 °C: 26 T> 600 °C: 6.28

AISI 1080 [11] 25 °C<T< 900 °C:
4 × 10− 8T3− 4 × 10− 5T2− 0.0195T+ 50.32

25 °C< T< 900 °C:
9 × 10− 7T2 + 0.0022 T+ 3.735

H13A [11] 25 °C<T< 1000 °C:
6 × 10− 8T3− 9 × 10− 5T2− 0.0083T+ 94.834

25 °C< T< 1000 °C:
3 × 10− 9T3− 5 × 10− 6T2 + 0.0041T+ 2.886

K10 [49] 80 5.7

Table 7 The friction models adopted in different FE codes in the
current study

FE code VD PD SL SH SS

Deform 2D ✓ ✓ ✓ ✓ ✓

AdvantEdge – – ✓ – –

Abaqus/Explicit ✓ – ✓ – –

Int J Adv Manuf Technol (2017) 88:3217–3232 3223



Perfect thermal condition was assumed at tool-chip inter-
face in Deform 2D and Abaqus/Explicit. This was achieved
by adjusting a very heat transfer coefficient and high gap
conductance at the tool-chip contact surfaces in the FE
models. The ideal thermal condition at the tool-chip interface
has been widely accepted for the simulation of cutting process
[32, 43, 51], which has been experimentally verified for a
number of tool-work material combinations through tempera-
ture measurements [52, 53]. The AdvantEdge FE commercial
code, however, does not take into account the heat conduction
between the tool and work material, and therefore, it is not
possible to adjust interface properties as such in the FE
models. Furthermore, a different partitioning assumption has
been made in Deform 2D, Abaqus/Explicit and AdvantEdge
FE codes to apportion the heat due to frictional work between
the tool and chip material. Deform 2D and AdvantEdge com-
mercial codes adopt predefined values to divide the generated
heat between the tool and chip, whereas it is possible to adjust
the heat partitioning coefficient in Abaqus/Explicit for the
frictional contacts. AdvantEdge adopts the approach proposed
by Sekhon and Chenot [54] to compute the ratio of heat sup-
ply to the tool and chip [46]. A similar approach was also
followed to calculate the heat partitioning coefficient for FE
models in Abaqus/Explicit [30]. The generated heat through

friction is, however, evenly distributed between the tool and
chip in Deform 2D. These differences in FE formulations and
thermal boundary conditions should be taken into account
while comparing the FE simulation results.

4 Evaluation of simulation results

Figures 4 and 5 show the FE simulation results of the chip
formation process, indicating the temperature distribution in
the vicinity of the cutting edge for AISI 1080 and AISI 1045
carbon steels at cutting conditions B and D, respectively, using
Deform 2D, AdvantEdge andAbaqus/Explicit FE commercial
codes. In all cases, the Coulomb frictionmodel with a constant
friction coefficient of 0.40 was adopted for FE modelling of
the cutting process. Figure 6 summarises the other simulated
responses at the corresponding cutting conditions for each
material. As evident from these figures, a similar frictional
condition led to different simulation results in various FE
codes.

Figure 7 shows the established response surfaces by ANN
based on the FE simulation results of the cutting process,
incorporating the pressure-dependent shear friction model
(PD), for AISI 1080 carbon steel at cutting condition A. As

Fig. 4 Calculated temperature distribution in the vicinity of tool edge at cutting condition B using Deform 2D (a), AdvantEdge (b) and Abaqus/Explicit
(c). Work material: AISI 1080, Coulomb friction model, COF= 0.4

Fig. 5 Calculated temperature distribution in the vicinity of tool edge for cutting condition D using Deform (a), AdvantEdge (b) and Abaqus/Explicit
(c). Work material: AISI 1045, Coulomb friction model, COF= 0.4
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evident, different combinations of the friction parameters give
rise to the varying simulation results; however, the degree of
variation differs for each response. Figure 8 also shows the
simulated cutting and feed forces for AISI 1045 plain carbon
steel at cutting condition A, using the adopted velocity-

dependent friction model in Deform 2D and Abaqus/
Explicit. Evidently, the FE simulation results substantially var-
ied between different FE codes. In addition, the maximum
response was achieved at different combinations of friction
parameters. For instance, the maximum cutting and feed

Fig. 6 Summary of the FE simulation results of the chip formation process using different FE codes for AISI 1080 at cutting condition B (a) and AISI
1045 at cutting condition D (b), Coulomb friction model, COF= 0.4

Fig. 7 The influence of the pressure-dependent (PD) friction model parameters on chip thickness (a), contact length (b), cutting force (c) and feed force
(d): AISI 1080 at cutting condition A
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forces were observed at (α1, α2) = (0.35, 2.5) and (α1,
α2) = (0.35, 0.5) when modelling the cutting process in
Deform 2D and Abaqus/Explicit, respectively. It should be
noted, however, that the variations in the FE simulation results
were relatively small in Abaqus/Explicit between different
combinations of friction parameters, as can be seen in
Fig. 8b, d.

The optimum sets of friction coefficients were obtained by
implementation of the methodology shown in Fig. 2. The
results are summarised in Tables 8 and 9 for the investigated
tool/work material combinations. The error in the simulated
responses after implementation of the optimum sets of friction

parameters in FE models is also shown in Figs. 9, 10, 11 and
12 for AISI 1045 at cutting conditions A and B and AISI
1080 at cutting conditions B and C.

5 Discussion

The methodology presented in the current study provided a
more systematic evaluation of the frictionmodels compared to
the previous attempts, where often the error in feed force pre-
dictions was considered as the main factor for the assessment
of the viability of the adopted friction models [6, 8]. In the

Fig. 8 The influence of the parameters of the velocity-dependent (VD) friction model implemented in Deform 2D (a and c) and Abaqus/Explicit (b and
d) FE commercial codes on cutting and feed forces for AISI 1045 at cutting condition A

Table 8 The optimum sets of
friction parameters obtained for
K10/AISI 1045 tool-work
material combinations within the
range of DOE given in Table 2

Friction model Deform 2D Abaqus/Explicit AdvantEdge

Sliding friction model (SL) μ = 0.6 μ= 0.6 μ = 0.6

Velocity-dependent friction model (VD) α1 = 0.44, α2 = 2.26 α1 = 0.35, α2 = 0.5 –

Shear friction model (SH) m= 0.83 – –

Pressure-dependent shear friction model (PD) α1 = 0.0065, α2 = 0.92 – –

Sticking-sliding friction model (SS) μ = 0.6, m= 1.0 – –
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current approach, on the contrary, the optimum friction param-
eters were initially determined for each model by adjusting an
identical impact for all the responses under investigation dur-
ing the optimisation process. Evaluation of the FE simulation
results utilising the optimum sets of parameters indicated that
the performance of the friction models in terms of the average
prediction error of all investigated responses was nearly iden-
tical for K10/AISI 1045 tool-work material combination, al-
though the adopted pressure-dependent shear frictionmodel in
Deform 2D resulted in a slightly smaller percentage of the
average error. This is due to the fact that the distribution of
the error between the simulated responses varies by imple-
mentation of different friction models. Hence, for instance,
while the pressure-dependent shear friction model implement-
ed in Deform 2D resulted in the least deviation from the ex-
perimental measurements of contact length and feed force for
K10/AISI 1045 tool-work material combination at both cut-
ting conditions, larger deviations were attained for the cutting
force and chip thickness compared to the other adopted fric-
tion models. Therefore, the calculated average error becomes
nearly identical for all friction models. As can be seen in
Figs. 9, 10, 11 and 12, the distribution of the error between
the simulated responses also varies for a certain friction model

(e.g. sliding friction model) adopted in different FE codes.
This perhaps stems from the differences in FE formulations
in terms of the element type definition, thermo-mechanical
coupling and the assumptions associated with the adaptive
remeshing and ALE formulations in various FE codes.
However, certain patterns can still be noted in the distribution
of the error between the simulated responses. For instance, all
FE models underestimated the feed force and the tool-chip
contact length for the K10/AISI 1045 tool-work material com-
bination, while the cutting force and the chip thickness were
overestimated in most cases. On the other hand, for
H13A/AISI 1080 tool-work material combination, the FE
models only overestimated the chip thickness at both cutting
conditions, independent of the FE code and the friction model
used for simulation chip formation process. However, the cal-
culated average errors in this case are typically smaller than
those of K10/AISI 1045 tool/work material combinations
shown in Figs. 9 and 10. This perhaps reflects the importance
of the implementation of a well-defined constitutive model to
describe the material deformation within the common range of
strain, strain rate and temperature encountered in metal cutting
process. As noted in Section 3.2, the JC material parameters
for the AISI 1080 carbon steel were obtained using inverse

Table 9 The optimum sets of
friction parameters obtained for
H13A/AISI 1080 tool-work
material combinations within the
range of DOE given in Table 2

Friction model Deform 2D Abaqus/Explicit AdvantEdge

Sliding friction model (SL) μ = 0.6 μ = 0.4a μ = 0.6

Velocity-dependent friction model (VD) α1 = 0.75, α2 = 2.5 α1 = 0.35, α2 = 0.73 –

Shear friction model (SH) m= 0.79 – –

Pressure-dependent shear friction model (PD) α1 = 0.0065, α2 = 0.88 – –

Sticking-sliding friction model (SS) μ = 0.6, m= 1.0 – –

a FE simulations did not reach the thermal steady state condition for the larger friction coefficients after 5 mm of
cut

Fig. 9 The error percentage in simulated responses using different FE codes and friction models: AISI 1045, cutting condition A. The experimental
results given in Table 4 were considered as the reference
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modelling of the orthogonal cutting process, which can per-
haps better represent the material deformation during the chip
formation process. The importance of a well-defined constitu-
tive model to achieve reliable FE simulation results has also
been stressed by other authors [19]. Özel [6] and Iqbal et al.
[55] investigated the viability of various friction models to
describe the frictional condition at the tool-chip interface.
Özel [6] reported that the implementation of the variable shear
friction model can significantly improve the feed force predic-
tions; however, up to 50 Q error in cutting force estimations
was still noted at various ranges of the cutting speeds. Iqbal
et al. [55] showed that a realistic definition of the sticking-
sliding contact lengths determined by SEM-EDX analyses of
the contact region [38] on the rake face of the tools can en-
hance the reliability of FE simulation results. Yet, the authors
reported as high as 30 Q error in cutting force predictions,
despite a more realistic description of the sliding-sticking

contact regions in the FE models. It was therefore concluded
that the simulation errors cannot be further reduced, unless an
appropriate constitutive model with well-defined parameters
is adopted for FE simulation of chip formation process. A
similar conclusion can be made by evaluation of the results
in the current study, see for instance the calculated error per-
centage presented in Figs. 9, 10, 11 and 12 for the optimum
sets of friction coefficients. Nevertheless, one may still criti-
cally discuss the viability of the friction models and the ranges
of friction parameters adopted in the current study to represent
the frictional condition at the tool-chip interface regardless of
the influence of the constitutive model and FE formulations
implemented for simulation of chip formation process. As
mentioned in Section 2, the velocity-dependent Coulomb fric-
tion model (VD) in this study was derived based on the ex-
perimental data of a tailored tribometer test presented by Puls
et al. [42]. The apparent Coulomb friction coefficient

Fig. 10 The error percentage in simulated responses using different FE codes and friction models: AISI 1045, cutting condition B. The experimental
results given in Table 4 were considered as the reference

Fig. 11 The error percentage in simulated responses using different FE codes and friction models: AISI 1080, cutting condition B. The experimental
results given in Table 4 were considered as the reference
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measured by the authors varied between 0.6 and 0.2 with
increasing sliding velocity from 25 to 200 m/min. It should
be noted that this range of Coulomb friction coefficient has
been widely accepted for FE modelling of the cutting process
[30, 56, 57]. A similar range of friction coefficient was there-
fore adopted in the current study to evaluate the performance
of the Coulomb friction (SL) model. However, as depicted in
Fig. 13, the calculation of the mean (apparent) friction coeffi-
cient based on the orthogonal cutting force analysis presented
by Merchant [23] (see Eq. 4) suggests a significantly larger
values for K10/AISI 1045 tool-work material combination.
Furthermore, as evident from Fig. 13, the mean friction coef-
ficient variedwith both feed rate and the cutting speed. Similar
analyses by Merchant [23], Zorev [26], Usui et al. [24] and
Bailey [58] showed that, in general, the mean friction coeffi-
cient in metal cutting varied with feed rate, cutting speed, the
tool rake angle and the presence of lubrication. As shown by
Usui et al. [24] and more recently by Atkins [25], the variation
in the mean friction coefficient is, in fact, due to the variation
in the relative proportion of sticking-sliding friction zones
with the cutting parameters and the tool geometry.
Obviously, such frictional behaviour cannot be fully

reproduced by the tribometer tests and hence the measured
values of the mean friction coefficient by those instruments
may not represent the frictional condition within the entire
range of cutting data and for all different tool geometries.
The additional limitation of the tribometer test data is that
the influence of sliding velocity and interface temperature on
the measured mean friction coefficients cannot be easily sep-
arated, and therefore, it is difficult to evaluate.

Figure 14 shows the variation of the velocity-dependent
friction coefficient (Eq. 5) as well as the estimated sliding
velocity and the interface temperature along the contact length
for H13A/AISI 1080 at cutting conditions B and C (see
Table 3). As evident, the FE simulation results suggested that
the sliding velocity increases along the contact length from
zero near the cutting edge to nearly one third of the cutting
speed (i.e. VS,Max≈1/3VC) as the chip leaves the rake face of
the tool, while the interface temperature passes through its
maximum in the middle of the contact region. In tribometer
tests, however, the interface temperature and sliding velocity
are directly proportional, i.e. with an increase in the sliding
velocity, the interface temperature increases. Hence, the mean
friction coefficient obtained by tribometer instruments and the

Fig. 12 The error percentage in simulated responses using different FE codes and friction models: AISI 1080, cutting condition C. The experimental
results given in Table 4 were considered as the reference

Fig. 13 The variation in mean
friction coefficient with feed rate
and cutting speed calculated using
Merchant [23] analysis of
orthogonal cutting/feed force data
provided by Jaspers [44] for K10/
AISI1045 tool-work material
combination
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mathematical expression in the form of Eq. 5 may not fully
express of the tribological condition on the tool-chip interface.

In light of these considerations, the sliding-sticking and
pressure-dependent shear friction models are perhaps the most
physically relevant expressions to describe the frictional con-
dition at the tool-chip interface. Figure 15 shows the variation
in pressure-dependent shear friction coefficient as well as the
predicted normal and shear stresses along the contact length.
As evident, the shear friction coefficient reduces with decreas-
ing the normal pressure according Eq. 3. On the other hand,
the shear strength of the work material varies with the strain,
strain rate and temperature along the contact length according
to the implemented constitutive model. Hence, in addition to

the normal pressure, this model includes the influence of tem-
perature and material deformation on the friction stress along
the contact length in an indirect manner. As mentioned earlier,
however, further improvement in prediction results is solely
possible if a more viable constitutive model is adopted to
describe the severe material deformation during the chip for-
mation process.

6 Conclusions

In the current study, a systematic approach was presented to
evaluate the performance of various friction models in FE

Fig. 14 The variation of velocity-dependent (VD) friction coefficient together with sliding velocity along the contact length: AISI 1080, cutting
conditions B (a) and C (b). The process was simulated using Deform FE code

Fig. 15 The variation of pressure-dependent (PD) shear friction coefficient as well as the normal and shear stress along the contact length: AISI 1080,
cutting conditions B (a) and C (b). The process was simulated using Deform FE code
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simulation of the orthogonal cutting process using three dif-
ferent FE commercial codes: Deform 2D, Abaqus/Explicit
and AdvantEdge. In this approach, the optimum sets of fric-
tion parameters that led to the least deviation from the exper-
imental measurements of orthogonal cutting process were ini-
tially determined for each model and the viability of each one
was assessed under its optimum condition. Two different
working conditions have been considered (K10/AISI 1045
and H13A/AISI 1080) and the following conclusions can be
summarized:

& The friction coefficients had a large influence on the FE
simulation results. However, the results of the current
study indicated that, for both tool-work material combina-
tions and independently of the FE commercial code, near-
ly an identical range of minimum average error was
attained for all adopted friction models.

& The similar range of average error is believed to be due to
inability of the JC constitutive model to properly describe
the severe deformation condition within the primary and
secondary shear zones.

& The analysis of the experimental orthogonal cutting forces
indicated the mean Coulomb friction coefficients as high
as 1.2 at low ranges of the feed rate.

& The sliding-sticking and pressure-dependent shear friction
models provide the most physically relevant expressions
for the simulation of frictional condition at the tool-chip
interface.
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