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Abstract Acceptance sampling plans are applied for qual-
ity inspection of products. Among the design approaches
of sampling plan, the most important one is to use process
capability indices in order to improve the quality of
manufacturing processes and the quality inspection of
products. But, selection of estimators of process capability
index and their sampling distribution is very important.
Bayesian statistical technique can be used to obtain the
sampling distribution. In this paper, a variable sampling
plan is developed for resubmitted lots based on process
capability index and Bayesian approach. In the proposed
sampling plan, lots are inspected several times depending
on the quality level of the process. In addition, this paper
presents an optimization model for determining the deci-
sion parameters of developed sampling plan with regards
to the constraints related to the risk of consumer and pro-
ducer. Two comparison studied have been done including:
First, the methods of double sapling plan (DSP), multiple
dependent state (MDS) sampling plan, and repetitive
group sampling (RGS) plan are elaborated, and also in
order to comparing developed sampling plans, an expect-
ed number of products as average sample number (ASN)
is used for different developed plans; second, a compari-
son study between Bayesian approach and exact probabil-
ity distribution is carried out and their results are ana-
lyzed. It is observed that the ASN values of MDS sam-
pling plan is less than ASN values of other methods, and
also the ASN values of different variable sampling plans

based on Bayesian approach is less than ASN values ob-
tained using exact approach.

Keywords Process capability index . Resubmitted lot .

Average sample number (ASN) . Bayesian approach . Exact
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1 Introduction

Due to the influence of many factors in manufacturing
processes, it is not possible to produce products without
any fault or to control these factors completely. Therefore,
the quality of products should be controlled. To produce a
product with proper quality, some indexes should be mea-
sured for quality control in all stages of production. One
type of these indexes is referred as process capability in-
dex. Since the application of process capability index has
increased, thus the selection of estimators and distribution
of these estimators will be very important. Bayesian sta-
tistical technique can be used to obtain the distribution of
these estimators. This technique specifies a priori distri-
bution function for the given parameters and then forms a
posterior distribution function for these parameters using
collected data. One application of process capability index
is to use them in the context of lot acceptance sampling
plan to make decision about received lot from supplier or
finished goods in production environments so that the risk
of producer and consumer falls within standards [1].

Therefore, the decision makers must be familiar with
appropriate sampling plans and then consider the best
methods to make a decision about lot. One common ap-
plication of sampling plan is when a supplier sends a lot to
a company. Usually, after receiving this lot, a sample is
selected and desired quality characteristic is inspected.
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Based on the information obtained from this sample, a
decision is made to reject or accept the lot. Accepted lots
are used in production process and rejected lots are
returned to the supplier or inspected by other methods [2].

Among sampling procedures for lot sentencing prob-
lem, variable sampling plan for resubmitted lot is very
important. Using this plan is more difficult but it has
better performance in comparison with classical sampling
plan [3]. Meanwhile, variable sampling plan for
resubmitted lots was first developed by Govindaraju
and Ganesalingam [4]. In this sampling method, lot in-
spections may be repeated, in the several stages. A re-
petitive group sampling plan was designed by Sherman
[5]. Repetitive mixed sampling plan based on the process
capability index is proposed by Aslam et al. [3, 6, 7].
Their plan is applicable for the inspection of the products
whose lifetime follows the normal distribution.
Balamurali and Jun [8, 9] proposed repetitive group sam-
pling procedure for variables inspection and they also
designed variables repetitive group sampling plan
indexed by point of control. Aslam et al. [7, 10] pro-
posed a mixed repetitive sampling plan based on process
capability index and using process capability index of
multiple quality characteristics, respectively.

Soundararajan and Vijayaraghavan [11] proposed a
method for designing multiple dependent (deferred) state
sampling plans. Vaerst [12] introduced a procedure to
construct multiple deferred state sampling plans. A new
MDS sampling plan based on process capability index has
been proposed by Aslam et al. [3, 6, 7]. Also, a new
method of MDS sampling plan for lot acceptance problem
is introduced by Balamurali and Jun [13]. An optimal
double-sampling plan based on process capability index
is proposed by Fallah Nezhad and seifi [14] in order to
reduce the average sample number, time, and cost of sam-
pling. Also in previous decades, variable sampling plans
have been commonly developed by Moskowitz and Tang
[15], Tagaras [16], Arizono et al. [17], Fallah Nezhad and
Hosseini Nasab [18], Wu [19], Wu et al. [20], Miao et al.
[21], Pearn and Wu [22], Yen and Chang [23], and Negrin
et al. [24].

In this paper, a variable sampling program for
resubmitted lots is developed based on process capability
index using Bayesian approach. Also, the optimal param-
eters of developed sampling are determined based on the
constraints related to the risk of consumer and procedure.
Also, a comparison study is carried out between average
sample numbers of different sampling plan and the results
are analyzed. The main contributions of this research are
as following:

(i) Developing a sampling plan for resubmitted lots based on
process capability index and Bayesian approach.

(ii) Different variable sampling plans (which includes single
sampling plan (SSP), DSP, RGS plan and MDS sam-
pling plan) are developed based on Bayesian approach.

(iii) The developed sampling plans are compared and the
optimal plan is determined.

(iv) The proposed sampling plans are compared based on
two approaches (which includes Bayesian approach
and Exact approach) and the suitable approach is
analyzed.

2 Proposed variables sampling plan

2.1 Procedure of variable sampling plan for resubmitted
lots

As explained, the variable sampling plan for resubmitted lots
has many applications. The parameters used in this sampling
plan are as follows:

m Number of resubmissions
n Sample size
ka Minimum acceptable value of process capability index

And its procedure is as follows:

Step 1. collect a sample with n observation from lot and
compute Ĉpk.

Step 2. if Ĉpk≥ ka then accept the lot otherwise If the lot was
not accepted after repeating the step 2 for m times
then reject the lot else resubmit the lot and go to step
1.

Suppose that the quality variable X follows a nor-
mal distribution with a mean of μ and variance of σ2.
Process capability index is defined as follows:

Cpk ¼ min
USL−μ

3σ
;
μ−LSL
3σ

� �
¼ d− μ−Mj j

3σ
ð1Þ

Where LSL and USL are lower and upper specifica-
tion limit, d= (USL−LSL)/2 is half distance between
USL and LSL, and M= (USL+LSL)/2 is the mid-
point of specification limits. Also, since the mean
value of process is unknown, thus, the average of
the observations can be used to estimate the mean

value X
� �

.

2.2 Parameter estimation based on the multiple samples

In cases where m subsamples have been gathered and the
studied quality characteristics of the process is normally
distributed, so that the sample size of ith subsample is
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equal to ni, for each i and j, i= 1,2,....,m and j= 1,2,....,nj,
we consider xij as the random observation from normal
distribution with the mean μ and variance σ2. We consider

that the process is controlled by X and S control charts
thus, assuming that during sampling, the process is under

statistical control, for each subsample, then X i and Si
2 will

be defined as the mean and variance of the ith sample are
obtained as follows:

μ̂ ¼ xi ¼ 1

N

X
j¼1

n j

nixi ; Si2

¼ 1

ni−1

X
j¼1

n j

xi j−xi
� �2

; and N ¼
Xm
i¼1

ni ð2Þ

Assuming N 1 ¼ ∑
m

i¼1
ni−1ð Þ, we use the average of samples

mean and accumulation of samples variance as an unbiased
estimators of μ and σ2, then the estimation of process capabil-
ity index based on the observations of multiple samples is as
follows:

μ̂ ¼ xi ¼ 1

N

X
j¼1

n j

n jx j ; σ̂
2
¼ Sp2 ¼ 1

N1

X
j¼1

n j

ni−1ð ÞSi2 ð3Þ

Ĉ
*

pk ¼ min
USL−x
3sp

;
x−LSL
3sp

8<
:

9=
; ¼

d− x−M
����

����
3sp

ð4Þ

Therefore, the estimator Ĉ∗
pk can be used in quality evalu-

ation of produced lots.

2.3 Posterior probability distribution of process capability
index

A Bayesian method was proposed by Pearn and Wu [22] to
determine the probability distribution function of process ca-
pability index Cpk based on multiple samples, also they devel-
oped a Bayesian method to obtain a confidence interval for
Cpk based on multiple samples. Therefore, the probability
p = Pr(the process is capable|x) can be obtained using
Bayesian approach and posterior probability distribution func-
tion of Cpk.

Then, the probability of having a capable process using
posterior distribution of Cpk based on the specified threshold
of w>0, will be as follows [19]:

p ¼ Pr theprocess iscapable Xjf g ¼ Pr Cpk > w Xj	 

¼
Z∞
0

1

Γ αð Þyαþ1
exp −

1

y

� �
� ϕ b1 yð Þ½ � þ ϕ b2 yð Þ½ �−1f gdy ð5Þ

where ϕ uð Þ ¼ ∫
u

−∞
2πð Þ−1=2exp −t2=2

� �
dt is the cumulative dis-

tribution function of standard normal distribution and other
parameters will be as follows [19]:

α ¼ N−1ð Þ=2 ; δ ¼
x−M
����

����
sp

ð6Þ

γ ¼
X m

i¼1

X n j

j¼1
xi j−xi
� �2

=2

X m

i¼1

X n j

j¼1
xi j−x
� �2

=2

¼ N1s2p

N 1s2p þ
Xm
i¼1

ni xi−x
� �2

ð7Þ

b1 yð Þ ¼ 3
ffiffiffiffi
N

p
Ĉ

*

pk �
ffiffiffiffiffiffiffiffiffi
2γ
N1y

s
−w

 !
ð8Þ

b2 yð Þ ¼ 3
ffiffiffiffi
N

p
Ĉ

*

pk þ 2

3
δ

� �
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γ
N1y

−w

s !
ð9Þ

According to proposed sampling plan, the OC function of
the variables sampling plan for resubmitted lot at the give
quality level (p) will be as follows [4]:

PA pð Þ ¼ 1− 1−Pað Þm ð10Þ
Where Pa is the acceptance probability in a single stage that

is determined as the following:

Pa ¼ P Ĉpk ≥ka
n o

¼
Z∞
0

1

Γ αð Þyαþ1
exp −

1

y

� �

�
ϕ 3

ffiffiffiffi
N

p
CAQL �

ffiffiffiffiffiffiffiffiffi
2γ
N 1y

s
−ka

 !" #
þ

ϕ 3
ffiffiffiffi
N

p
CAQL þ 2

3
δ

� �
�

ffiffiffiffiffiffiffiffiffi
2γ
N1y

s
−ka

 !" #
8>>>><
>>>>:

9>>>>=
>>>>;
dy

ð11Þ

It is essential to note that when m=1, then developed sam-
pling plan would be similar to a single sampling plan.
Therefore, sampling plan for resubmitted lot can be consid-
ered as a more general form of single-stage sampling plan.
The average sample number of developed sampling plan is
as follows [4]:

ASN pð Þ ¼ n 1− 1−Pað Þmð Þ
Pa

ð12Þ

Now, to achieve optimal parameters of developed sampling
plan and to minimize the average sample number, we try to
solve an optimization problem by considering the constraints
of type I error probability and type II error probability.

Int J Adv Manuf Technol (2017) 88:2547–2555 2549



Producer needs that the probability of accepting the lot at the
quality level of AQL would be more than 1−α, and the con-
sumer wants that the probability of accepting the lot at the
quality level of LQL would be less than β. Therefore, the
optimization problem by considering the values of p1,p2 is
as follows:

MinimizeASN pð Þ ¼ n 1− 1−Pað Þmð Þ
Pa

subject to :

PA p1ð Þ≥1−α
and
PA p2ð Þ≤β

ð13Þ

where p1 is equal to AQL and p2 is equal to LQL. In
this paper, the parameters of developed sampling plan
can be obtained by minimizing the average sample
number at the quality levels of CAQL and CLQL.
Therefore, considering posterior distribution function of
process capability index, optimization problem for spec-
ified values of CAQL and CLQL can be written as the
following:

MinimizeASN ¼ n 1− 1−Pað Þmð Þ
Pa

subject to :

C ¼ CAQL⇒PA CAQL
� �

≥1−α
and
C ¼ CLQL⇒PA CLQL

� �
≤β

ð14Þ

Where CAQL is the minimum value of process capa-
bility index which is acceptable for the producer and
CLQL is the maximum value of process capability index
that is not desirable for consumer. Finally, the above
optimization problem can be solved using numerical
simulation procedures and parameters of developed sam-
pling plan can be obtained for specific values of CAQL

and CLQL.

3 Double-sampling plan

Double-sampling plans are widely applied in production en-
vironments. At first, a primary sample is taken from lot and a
judgment is done on it. In the case of not selecting any deci-
sion about the lot, a second sample is taken under certain
conditions. Then, decisions are made on the lot. In the modi-
fied double-sampling model based on process capability in-
dex, the parameters are defined as follows:

n1 Sample size of the first sample
k1 The lower threshold of Process capability index for

rejecting the lot based on the first sample

n2 Sample size of the second sample
k2 The upper threshold of Process capability index for

accepting the lot based on the first sample
k3 The threshold of Process capability index for accepting

the lot based on the second sample

Decision making is summarized as follows:

Step 1. Take the first sample with n1 observations and com-
pute Ĉpk.

If Ĉpk≥ k2, Accept the lot and reject the lot if
Ĉpk≤ k1 where k2> k1. If k1<Ĉpk< k2, then take the
second sample with n2 observations.

Step 2. compute Ĉpk for the second sample. Accept the lot if
Ĉpk≥ k3; otherwise, reject the lot.

Now, we try to formulate the optimization prob-
lem of acceptance sampling plan by considering the
constraints of type I and type II errors in order to
obtain the optimal value of required sample size by
minimizing ASN. Therefore, the general equation
for obtaining the ASN, concerning the posterior
probability distribution function of Cpk will be as
the following:

minASN ¼ n1

þ n2 Pr Cpk > k1
� �

− Cpk > k2
� �� � ð15Þ

The above objective function is minimized by considering
the constraints of CAQL and CLTPD as following,

C ¼ CAQL⇒P Ĉpk≥k2jn ¼ n1
� �

þ P Ĉpk≥k3 n ¼ n2j
� �

: P k1≤ Ĉpk≤k2 n ¼ n1j
� �

≥1−α
ð16Þ

C ¼ CLTPD⇒P Ĉpk≥k2 n ¼ n1j
� �

þ P Ĉpk≥k3 n ¼ n2j
� �

: P k1≤ Ĉpk≤k2 n ¼ n1j
� �

≤β
ð17Þ

4 Proposed variables RGS model

Variables repetitive group sampling plan is one of the most
effective sampling plans and its parameters are as following:

n Sample size
k1 The lower threshold of Process capability index for

rejecting the lot based on the single sample
k2 The upper threshold of Process capability index for

accepting the lot based on the single sample

And its procedure, based on the process capability index is
summarized as following:
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Step 1. Select a sample with n observations from the lot.
Step 2. Accept the lot if Ĉpk ≥k2 and reject it if Ĉpk ≤k1

where k2> k1. If k1 < Ĉpk < k2 , then repeat step 1
and step 2.

The OC function of the variables RGS plan is as
follows:

Pa Cpk
� � ¼ Pa

Pr þ Pa
ð18Þ

Where Pa and Pr are the probabilities of accepting and
rejecting the lot based on single sample.

The above equation can be rewritten as following:

Pa Cpk
� � ¼ Pa

Pr þ Pa
¼

Pr Ĉpk ≥k2

� �
1−Pr Ĉpk ≥k1

� �
þ Pr Ĉpk ≥k2

� � ð19Þ
Therefore, based on the model of Balamurali and Jun [8]

and quality levels of CAQL, CLQL and specified values of the
producer risk, α and consumer risk β, the following con-
straints are obtained:

C ¼ CAQL⇒
Pr Ĉpk ≥k2

� �
1−Pr Ĉpk ≥k1

� �
þ Pr Ĉpk ≥k2

� � ≥1−α ð20Þ

And

C ¼ CLQL⇒
Pr Ĉpk ≥k2

� �
1−Pr Ĉpk ≥k1

� �
þ Pr Ĉpk ≥k2

� � ≤β ð21Þ

Where in the first constraint, Pr Ĉpk ≥k2

� �
, Pr Ĉpk ≤k1

� �
, are

the probabilities of accepting and rejecting the lot based on
single sample at AQL point, respectively. Also in the second

constraint, Pr Ĉpk ≥k2

� �
and Pr Ĉpk ≤k1

� �
are the probabilities

of accepting and rejecting the lot based on single sample at
LQL point, respectively.

The objective function of problem is to minimize the re-
quired average sample number and it is clear that the number

of sampling stages is equal to 1
Pr Ĉpk ≤ k1ð ÞþPr Ĉpk ≥ k2ð Þ
� �

. In fact,

the number of sampling stages is equal to the mean value of a
geometric distribution which its success probability is equal to

Pr Ĉpk ≤k1

� �þ Pr Ĉpk ≥k2

� �
. In each sampling stage, the sam-

ple size is equal to n. Thus, the average sample number, that is
the objective function of problem, is determined as follows:

MinT ¼ n

Pr Ĉpk ≤k1

� �
þ Pr Ĉpk ≥k2

� � ð22Þ

5 Proposed variable MDS sampling plan

MDS sampling plan is a type of conditioned sampling plans
which considers sampling results of past or future lots. The
parameters of MDS plan are defined as follows:

n Sample size
m Number of preceding lots
k1 The upper threshold of Process capability index for

accepting the lot
k2 The lower threshold of Process capability index for

rejecting the lot

And its procedures are as follows:

Step 1. Take a random sample of size n and compute process
capability index, Ĉpk.

Step 2. If Ĉpk≥ k1, then accept the lot and if Ĉpk≤ k2, then
reject it. If k2≤Ĉpk≤ k1, then if the value of process
capability index in each of the samples taken from
the m preceding lots is more than k1 then accept the
lot; otherwise reject the lot.

It is noted that if k1 = k2, then proposed sampling
plan converts to the SSP.

The OC function of MDS sampling plan is as
follows [13]:

Pa Cpk
� � ¼ Pr Ĉpk ≥k1jXg þ Pr k2f ≤ Ĉpk ≤k1jX

n o
: Pr Ĉpk ≥k1 Xj

n oh im
ð23Þ

Where Pr{Ĉpk≥ k1|X} is the probability of accepting the lot
based on s ing le sample . In add i t i on , the t e rm
Pr{k2≤Ĉpk≤ k1|X}. [Pr{Ĉpk≥ k1|X}]m shows the probability
of accepting the lot based on the quality level of m preceding
lots.

An optimization model is presented to minimize ASN with
considering the constraints of first and second type error. Also
the optimal value of m can be obtained by simulation studies.
The mentioned model is as follows:

Minimizen
subject to :
C ¼ CAQL⇒PA CAQL

� �
≥1−α

and
C ¼ CLTPD⇒PA CLTPDð Þ≤β

ð24Þ

6 Designing proposed sampling plans based on exact
probability distribution

The exact probability distribution function of process capabil-
ity index can be determined using statistical techniques. So the

Int J Adv Manuf Technol (2017) 88:2547–2555 2551



acceptance sampling plan can be designed based on exact
probability distribution function of process capability index.
Considering the natural estimator of Cpk that is Ĉpk, for a
normally distributed process, a simple and exact form of the
cumulative distribution function of estimated parameter, Ĉpk

can be determined. The cumulative distribution function is as
follows [25].

F
Ĉpk

Yð Þ ¼ 1−
Zb ffiffinp

0

G
n‐1ð Þ b

ffiffiffi
n

p
‐tð Þ2

9:n:y2

 !

ϕ t þ ξ
ffiffiffi
n

p� � þ ϕ t ‐ ξ
ffiffiffi
n

p� �� �
dt

ð25Þ

Where b ¼ d
σ and b values can be rewritten as b=3Cpk+ |ξ|

and ξ ¼ μ−M
σ . In addition, G(.) shows the CDF of the chi-

square distribution, χ2
n − 1 with n-1 degrees of freedom and

ϕ(.) shows the PDF of the standard normal distributionN(0,1).
With regard to OC function of the mentioned sam-

pling plans (DSP, MDS sampling plan, RGS plan, and

sampling plan for resubmitted lot) and exact probability
distribution function, the required sample size of men-
tioned plans can be obtained using designed optimization
models.

Now in order to obtain the optimal parameters of sampling
plans, we present methodology of howmentioned plan param-
eters can be obtained. In the case of sampling for resubmitted
lot with using a grid search, we can obtain the minimum ASN
plans searching in the multi-dimensional grid formed setting
m=1,2,3,4, n=3(1) 100, ka=0.8(0.001) 2.0. The optimal so-
lution of the proposed plans is determined by solving the
related nonlinear optimization model using MATLAB
R2015a software and applying a grid search procedure.
Since all feasible solutions are analyzed in grid search
methods, thus we can be sure that optimal solution is obtained.
Also the results coincided approximately with the findings of
Aslam et al. [3, 6, 7]. Also only one continues decision vari-
able existed in the model, and we discretized this variable with
an accuracy of one-thousandth for a grid search procedure.

Table 1 Optimal values of parameters for different values of α, β

δ= 0.5, γ= 0.8, CAQL = 1.8, CLQL= 0.9
n, ka, m, ASN

α β n ka m ASN α β n ka m ASN α β n ka m ASN

0.01 0.01 10 1.675 2 19.86 0.01 0.01 11 1.629 3 28.32 0.01 0.01 10 0.985 4 38.52

0.03 12 1.698 2 21.02 0.03 13 1.514 3 22.13 0.03 15 1.517 4 24.14

0.05 31 0.949 2 61.21 0.05 28 1.735 3 76.33 0.05 28 1.786 4 76.65

0.07 7 1.537 2 13.74 0.07 6 1.712 3 17.70 0.07 7 0.898 4 19.28

0.09 31 0.925 2 60.49 0.09 29 1.735 3 68.32 0.09 26 1.757 4 78.23

0.03 0.01 14 0.934 2 18.17 0.03 0.01 8 1.978 3 20.64 0.03 0.01 8 1.965 4 26.63

0.03 9 0.945 2 12.61 0.03 5 1.834 3 14.79 0.03 6 1.817 4 18.78

0.05 10 1.547 2 19.86 0.05 33 0.915 3 97.32 0.05 32 0.906 4 112.18

0.07 11 1.551 2 21.61 0.07 33 0.964 3 96.64 0.07 32 0.913 4 102.95

0.09 7 1.489 2 11.65 0.09 4 1.814 3 13.62 0.09 5 1.761 4 21.65

0.05 0.01 13 1.552 2 25.95 0.05 0.01 12 1.596 3 28.31 0.05 0.01 12 1.523 4 37.54

0.03 12 1.545 2 23.79 0.03 15 1.547 3 29.65 0.03 15 1.616 4 41.44

0.05 7 1.727 2 13.85 0.05 8 1.715 3 21.12 0.05 9 1.768 4 29.19

0.07 10 1.546 2 16.94 0.07 10 1.544 3 18.63 0.07 11 1.434 4 19.67

0.09 11 1.537 2 11.49 0.09 7 1.794 3 14.20 0.09 5 1.705 4 26.98

0.07 0.01 9 1.779 2 17.92 0.07 0.01 9 1.773 3 27.72 0.07 0.01 10 1.714 4 37.19

0.03 11 1.548 2 22.60 0.03 13 1.566 3 31.60 0.03 13 1.329 4 43.27

0.05 12 1.525 2 23.70 0.05 12 1.428 3 29.70 0.05 13 0.916 4 37.67

0.07 30 0.932 2 61.41 0.07 31 0.977 3 83.42 0.07 32 0.975 4 127.16

0.09 30 0.940 2 58.47 0.09 32 0.884 3 102.86 0.09 33 0.893 4 120.82

0.09 0.01 9 1.795 2 17.94 0.09 0.01 8 0.919 3 19.87 0.09 0.01 9 0.916 4 111.73

0.03 5 1.786 2 9.91 0.03 11 0.916 3 23.17 0.03 8 0.957 4 124.13

0.05 8 1.771 2 18.22 0.05 34 1.66 3 100.29 0.05 33 0.899 4 109.46

0.07 6 1.737 2 13.46 0.07 34 1.574 3 99.62 0.07 34 0.895 4 132.76

0.09 4 1.769 2 12.22 0.09 10 0.877 3 26.97 0.09 11 0.882 4 33.81
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7 Simulation studies

In Table 1, the optimal parameters of variable sampling plan
for resubmitted lots, including n, ka for the specified values of
parameters CAQL=1.8, CLQL=0.9, δ=0.5, γ=0.8 and differ-
ent values of α, β are denoted. For example, if, CAQL=1.8,
CLQL=0.9, δ=0.5, γ=0.8, m=2, and α=0.05, β=0.03, then
Table 1 gives n=12, ka=1.545 as the optimal solution; thus,
the decision making procedure will be as follows:

Step 1. Collect a sample of n=12 observations from lot and

compute Ĉpk .

Step 2. If Ĉpk≥1.545 then accept the lot; otherwise if the lot
was not accepted after repeating the step 2 for two
times then reject the lot else resubmit the lot and go
to step 1.

It is noted that the results in Table 1 describe the
advantages of proposed sampling plan in the case of
m=2 in comparison with the cases m=3 and m=4.
Because for any given parameters α and β, the value
of ASN in the casem=2 is smaller than ASN values

in the cases m=3 and m=4. For example, where
α=0.05, β=0.09, ASN of proposed sampling plan
in the case of m=2 is equal to 11.49, and for the
cases of m= 3 and m= 4, ASN is equal to 14.20
and 26.98, respectively. In the other words, a sam-
pling plan that has smaller ASN would be more eco-
nomical and desirable in practical situations.
Because of less inspection cost, so we have used
the case (m=2) in the comparison study with the
other methods.

8 Comparison study

8.1 Comparison of different sampling plans

To compare the performance of the proposed variable sam-
pling plan (m=2), with classical single sampling plan [26],
DSP, MDS sampling plan, and variables RGS plan, the ASN
values of plans are denoted in Table 2.

Table 3 Results of comparison study

DSP MDS sampling plan RGS plan Sampling plan for resubmitted lots

α β (Exact
approach)

(Bayesian
approach)

(Exact
approach)

(Bayesian
approach)

(Exact
approach)

(Bayesian
approach)

(Exact
approach)

(Bayesian
approach)

0.01 0.03 41.37 39.46 13 11 17.91 14.62 23.64 21.02

0.01 0.07 29.64 27.31 7 5 9.37 7.40 15.39 13.74

0.01 0.09 64.46 62.87 21 17 31.48 28.66 66.49 60.49

0.05 0.01 58.97 57.62 12 8 15.34 10.89 27.43 25.95

0.07 0.03 46.35 43.19 23 18 23.54 22.24 25.71 22.60

0.07 0.09 63.93 59.27 22 19 24.67 21.88 63.42 58.47

0.09 0.05 42.28 39.54 13 10 17.38 14.44 22.79 18.22

0.09 0.09 32.58 31.28 8 4 9.64 6.33 17.62 12.22

Table 2 Results of comparison
study (δ= 0.5, γ= 0.8,CAQL = 1.8,
CLQL= 0.9)

Average sample number

α β SSP DSP Variables MDS
sampling plan

Variables
(RGS) plan

Sampling plan for
resubmitted lots (m= 2)

0.01 0.03 53 39.46 11 14.62 21.02

0.01 0.07 42 27.31 5 7.40 13.74

0.01 0.09 67 62.87 17 28.66 60.49

0.05 0.01 73 57.62 8 10.89 25.95

0.07 0.03 56 43.19 18 22.24 22.60

0.07 0.09 64 59.27 19 21.88 58.47

0.09 0.05 43 39.54 10 14.44 18.22

0.09 0.09 38 31.28 4 6.33 12.22
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In Table 2, it is clear that the ASN values of sampling
plan for resubmitted lots in the specified values of CAQL,
CLQL, δ, and γ is less than ASN values of SSP and DSP.
In addition, it is observed that the ASN values of RGS
plan and MDS sampling plan are less than the ASN
values of sampling plan for resubmitted lots. In general,
it is observed that MDS sampling plan is more economi-
cal than the other sampling plans.

8.2 Analysis of proposed sampling plans based
on Bayesian approach and exact probability distribution

In this section, we analyze the ASN of mentioned sam-
pling plan (DSP, MDS sampling plan, RGS plan and sam-
pling plan for resubmitted lot) based on Bayesian ap-
proach and exact probability distribution (exact ap-
proach). With regard to the given values of δ = 0.5,
γ= 0.8 for Bayesian approach and given value of ξ = 1
for exact approach, it is observed that the ASN of differ-
ent variable sampling plans based on Bayesian approach
is less than ASN values obtained using based on exact
approach. The results are denoted in Table 3.

It is also observed that MDS sampling plan has the
least values of ASN in the case of exact probability
distribution.

Thus, when some historical data of the process is available,
then applying the Bayesian inference approach is preferred,
but when we do not have access to such data, then we must
apply the exact probability distribution.

9 Conclusion

In this paper, we developed a variable sampling plan for
resubmitted lots based on process capability index and
Bayesian approach. Also, we obtained the optimal param-
eters of developed sampling plan at the specified values of
acceptable quality level and limiting quality level and dif-
ferent values of consumer and producer risk. In addition,
two comparison studies are performed. First, we devel-
oped DSP, RGS plan, and MDS sampling plan and com-
pared all methods with each other based on Bayesian ap-
proach and it is observed that the ASN values of sampling
plan for resubmitted lots are smaller than ASN values of
SSP and DSP but ASN values of MDS sampling plan is
less than ASN values of other methods. Second, we de-
veloped mentioned sampling plans based on exact proba-
bility distribution and concluded that the ASN values of
different variable sampling plans based on Bayesian ap-
proach is less than ASN values obtained using exact
approach.

Acknowledgments The authors wish to thank anonymous reviewers
for encouragement and helpful comments that resulted in an improved
presentation of our research

References

1. Duncan AJ (1959) Quality control and industrial statistics.
Homewood Illinois

2. Montgomery DC (1976) Introduction statistical quality control, 5th
ed. Wiley

3. AslamM, Chi HJ, AzamM (2013) Multiple dependent state sampling
plan based on process capability index. J Test Eval 41(2):340–346

4. Govindaraju K, Ganesalingam S (1997) Sampling inspection for
resubmitted lots. Commun Stat Simul 26(3):1163–1176

5. Sherman RE (1965) Design and evaluation of repetitive group sam-
pling plans. Technometrics 7:11–21

6. Aslam M, Azam M, Chi HJ (2013) A mixed repetitive sampling
plan based on process capability index. Appl Math Model 37(24):
10027–10035

7. Aslam M, Wu CW, Azam M, Chi HJ (2013) Variable sampling
inspection for resubmitted lots based on process capability index
Cpk for normally distributed items. Appl Math Model 37:667–675

8. Balamurali S, Jun CH (2006) Repetitive group sampling procedure
for variables inspection. J Appl Stat 33:327–338

9. Balamurali S, Subramani J (2010) Designing of variables repetitive
group sampling plan indexed by point of control. J Manuf Eng 5:
166–169

10. Aslam M, Azam M, Chi HJ (2015) Various repetitive sampling
p l an s u s i ng p roce s s c apab i l i t y i ndex o f mu l t i p l e
quality characteristics. Appl Stoch Models Bus Ind

11. Soundararajan V, Vijayaraghavan R (1990) Construction and selec-
tion of multiple dependent (deferred) state sampling plan. J Appl
Stat 17:397–409

12. Vaerst R (1982) A procedure to construct multiple deferred state
sampling plan. Meth Oper Res 37:477–485

13. Balamurali S, Jun CH (2007) Multiple dependent state sampling
plan for lot acceptance based on measurement data. Eur J Oper Res
180:1221–1230

14. Fallah Nezhad MS, Seifi S (2016) Designing optimal double-
sampling plan based on process capability index. J Commun Stat
Theory Methods

15. Moskowitz H, Tang K (1992) Bayesian variables acceptance sam-
pling plans: quadratic loss function and step loss function.
Technometrics 34:340–347

16. Tagaras G (1994) Economic acceptance sampling by variables with
quadratic quality costs. IIE Trans 26:29–36

17. Arizono I, Kanagawa A, Ohta H, Watakabe K, Tateishi K (1997)
Variable sampling plans for normal distribution indexed by
Taguchi’s loss function. Nav Res Logist 44:591–603

18. Fallah Nezhad MS, Hosseini Nasab H (2012) A new Bayesian
acceptance sampling plan considering inspection errors. Sci Iran
19(6):1865–1869

19. Wu CW (2006) Assessing process capability based on Bayesian
approach with subsamples. Eur J Oper Res 184(1):207–228

20. Wu CW, Aslam M, Chi HJ (2012) Variables sampling inspection
scheme for resubmitted lots based on the process capability index
Cpk. Eur J Oper Res 217:560–566

21. Miao R, Zhang X, Yang D, Zhao Y, Jiang Z (2011) A conjugate
Bayesian approach for calculating process capability indices.
Expert Syst Appl 38:8099–8104

22. Pearn WL, Wu CW (2005) A Bayesian approach for assessing
process precision based on multiple samples. Eur J Oper Res
165(3):685–695

2554 Int J Adv Manuf Technol (2017) 88:2547–2555



23. Yen CH, Chang CH (2009) Designing variables sampling plans
with process loss consideration. Commun Stat Simul Comput 38:
1579–1591

24. Negrin I, Parmet Y, Schechtman E (2009) Developing a sampling
plan based on Cpk. Qual Eng 21:306–318

25. Pearn WL, Lin PC (2004) Testing process performance based on ca-
pability index Cpk with critical value. Comput Ind Eng 47:351–369

26. Wu CW, Pearn WL (2008) Avariables sampling plan based on Cpmk
for product acceptance determination. Eur J Oper Res 184:549–560

Int J Adv Manuf Technol (2017) 88:2547–2555 2555


	Variable sampling plan for resubmitted lots based on process capability index and Bayesian approach
	Abstract
	Introduction
	Proposed variables sampling plan
	Procedure of variable sampling plan for resubmitted lots
	Parameter estimation based on the multiple samples
	Posterior probability distribution of process capability index

	Double-sampling plan
	Proposed variables RGS model
	Proposed variable MDS sampling plan
	Designing proposed sampling plans based on exact probability distribution
	Simulation studies
	Comparison study
	Comparison of different sampling plans
	Analysis of proposed sampling plans based on Bayesian approach and exact probability distribution

	Conclusion
	References


