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Abstract Cloud manufacturing (CMfg) platform for group
enterprises (GE) is a kind of private CMfg, which is to inte-
grate and optimize GE’s internal resources and capacity for
large complex equipment manufacturing. The platformmakes
a connection between distributed and heterogeneous
manufacturing resources to build a virtual pooling of re-
sources for the group. However, it is evident that uncertainties
and dynamics inherently exist in the platform and it causes
manufacturing service requirement conflict among multiple
projects. In order to address this issue, the management pro-
cess of large complex equipment manufacturing project in
GE-oriented CMfg platform is described. And next, this paper
analyzes the causes and characteristic of service conflict in the
platform. Then, a multi-objective mathematical model of con-
flict resolution is proposed. The proposed model considered
both global target of shortest duration and partial target of
tasks change minimization. Moreover, a method based on se-
rial schedule generation scheme (SSGS) and ant colony opti-
mization (ACO) algorithm is put forward to solve the model.
Finally, a conflict resolution case study in a cement equipment
manufacturing group enterprise is provided to illustrate the
application of the proposed the model and algorithm.

Keywords Conflict resolution . Cloudmanufacturing
(CMfg) . Group enterprises (GE) . Ant colony optimization
(ACO) . Serial schedule generation scheme (SSGS)

1 Introduction

As a new service-oriented manufacturing mode, cloud
manufacturing (CMfg) can handle more complex manufactur-
ing issues and conduct on a larger scale collaborative
manufacturing [1–4]. CMfg platform is divided into two: for
small-medium enterprises (SME-oriented) and for group en-
terprises (GE-oriented) [5, 6]. GE-oriented CMfg platform,
which is a kind of private CMfg for large complex equipment
(LCE) manufacturing, focuses on supporting dynamic
manufacturing resources sharing and collaboration in the
group. In other words, the platform makes a connection be-
tween distributed and heterogeneous manufacturing resources
to build a virtual pooling of manufacturing services for the
group.

After receiving LCE orders, the group needs to develop
manufacturing plan elaborately based on the characteristics
of orders and manufacturing services in the cloud. Essentially,
to serve multiple orders simultaneously, GE-oriented CMfg
makes the manufacturing resources be better combined and
achieve higher efficiency in a larger scale. However, due to
the long duration of LCE manufacturing project, it is evident
that uncertainties and dynamics inherently exist in GE-
oriented CMfg [7], such as newly added tasks, task priorities
change, and service failures. Even all projects in GE-oriented
CMfg have been meticulously scheduled based with com-
plex tasks interlinked through precedence rules, when the
service provider cannot meet the demand, then there is a
competitive requirement conflict that multiple tasks compet-
ing for the same manufacturing service. The conflict is a
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trigger for the disorder of GE-oriented CMfg management.
Consequently, it causes the project delays and cost overruns.

There is an extensive literature concerning about cloud
manufacturing, project scheduling, conflict prevention, and
conflict resolution. However, in the context of GE-oriented
CMfg, the problem of service requirement conflict among
LCE manufacturing projects has not been given much atten-
tion in the literature, especially about conflict resolution in this
environment. That is the motivation of this paper.

Here, we describe the management process of LCE
manufacturing project in GE-oriented CMfg platform, espe-
cially about task assignment process. And next, the causes and
characteristic of service requirement conflict in the platform
are analyzed. This is the background and foundation of the
paper. Drawing upon this, a multi-objective mathematical
model of conflict resolution is proposed. Extant research
about conflict resolution is mainly in the context of collabo-
rative design, concurrent engineering, and other fields. The
existing conflict resolution model is mainly rule based, case
based, and negotiation based. Few studies have been carried
out considering the problem with a global perspective and
taking full account of previous plan. Without this, the ability
of handling uncertainties and dynamics would still be limited.
To improve this limit, the proposed novel model considered
both global target of shortest duration and partial target of
tasks change minimization.

The essence of solving the model is how to determine the
priority of the tasks in the conflict. Changing the priority of
current tasks may cause a conflict between subsequent tasks.
Thus, if considering this problem with a holistic perspective, it
would be more complex. With a global perspective, this prob-
lem can be considered as a resource-constrained scheduling
problem (RCSP), a typical NP-hard problem. Researchers
have developed a lot of intelligent algorithms to address it
[8–11]. However, compared with the classical RCSP, Sched-
uling problem in this paper needs to be carried out on the basis
of the original plan. It has not been substantially researched at
this point. Thus, considering the above problems and situa-
tions, a novel intelligent algorithm namely ant colony optimi-
zation with serial schedule generation scheme (ACO-SSGS) is
designed to solve the model. In this algorithm, ACO can con-
stantly revise the priority of conflict task by using the volatil-
ization and strengthening of pheromone.

The remainder of this paper is organized as follows. In
the next section, we review the relevant literature related to
cloud manufacturing service management and conflict set-
tlement in the context of industrial project scheduling. Sec-
tion 3 describes the management process of LCE
manufacturing project in GE-oriented CMfg platform. Prob-
lem description and mathematic model of conflict resolu-
tion are developed in Section 4. Section 5 presents a meth-
od based on SSGS and ACO for solving the given model.
A case study of conflict resolution for cement equipment

manufacturing in a group enterprise is given in Section 6.
Finally, conclusions are given in Section 7.

2 Literature review

2.1 Cloud manufacturing service management

In the past 6 years, CMfg has become a hot topic in the
manufacturing industry [4, 12]. The concept [1, 2, 5, 13,
14], Key characteristics [7, 15], system architecture [5, 6,
13, 16], associated core support technologies [16–19], service
management [7, 20–27], and the prototypes of CMfg and its
application [3, 6, 20, 28, 29] have been widely studied. CMfg
encapsulates manufacturing resources and manufacturing ca-
pabilities into manufacturing services [30], which can beman-
aged and operated in an intelligent and unified way to enable a
larger scale sharing and collaboration. Thus, service manage-
ment of CMfg is a key issue to effectively improve the effi-
ciency of sharing and collaboration [7]. The main research
work in this area are as follows [31]: (1) service publishing,
request, and discovery, which refer to service registration,
publishing, searching, and matching; (2) quality of service
management, which refer to service execution assurance,
monitoring, and evaluation; (3) security, trust, and reliability
management, which refer to identity check, authorization, ac-
cess control, and user trust; (4) service composition and sched-
uling, which focuses on selecting the appropriate services and
making the product scheduling according to task requirements
and customer demands.

2.2 Conflict settlement

Many researchers have been focused on conflict settlement in
the context of industrial project scheduling because it indi-
cates great potential to improve the efficiency of resource
utilization and to balance the total cost and the completion
time of the projects. Huge number of publications on this issue
can be found in the past decades. These publications can be
classified into two categories, which are conflict prevention
and conflict resolution.

2.2.1 Conflict prevention

There are considerable various uncertainties during project
execution in real world. These uncertainties may stem from
a number of possible sources [32, 33]: activities take more or
less time than originally estimated, resources unavailable, un-
predictable conditions, ill-defined and imprecise data which
was used in scheduling, etc. Conflict prevention is a vital way
to handle these uncertainties in advance. These methods can
be classified into three categories, which are project buffer
[34], fuzzy scheduling [35–38], and robust scheduling
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[39–42]. (1) Project buffer mainly consist of time buffer and
resource buffer, which deal with uncertainties by using safety
time and resources redundancy for tasks and projects. (2) Re-
source requirement and time duration are often confronted
with judgmental statements that are vague and imprecise. To
deal with these vague and imprecise statements, fuzzy sched-
uling is widely used by using fuzzy number to form the fuzzy
model. (3) Robust scheduling handles the uncertainties by
fault tolerance, which can be achieved through resource re-
dundancy or time redundancy.

2.2.2 Conflict resolution

Conflict prevention has been widely researched in issue of job
scheduling, project scheduling, and resource configuring in
CMfg. However, due to the complexity and dynamic of
CMfg, it is very important to provide a timely and effective
resolution scheme to the conflict when it occurred. Some re-
searches have focused on this issue. To resolve resource con-
flict in the manufacturing grid (MGrid), Fei Tao [43] analyzed
the causes of resource conflicts and put forward a solution
based on event–condition–action (ECA) rules. Drawing upon
ECA rules, resource conflict in a node ofMGrid can be settled
effectively and swiftly. However, to settle the conflict of LCE
manufacturing projects, it is not only the current conflict node
itself that we should consider but also with a global perspec-
tive in GE-oriented CMfg platform. Enlarging the scope of the
problem will exponentially increase the complexity of the
rules. Zhou andWang [44] established resource capacity mod-
el which considers the resource as capability in CMfg project
management. With the target of minimum global influence
scope, the model removes the conflict by searching alternative
resources which have the same capacity. This approach takes
advantage of sharing resources in CMfg platform; the essence
of this approach is resource utilization equalization in the
cloud. But if the conflict was caused by insufficient resources
(include alternative resources), some tasks and its successors
should be postponed and replanned.

In addition, extant research about conflict resolution has
also found in the context of collaborative design [45, 46],
concurrent engineering [47], and large-scale project manage-
ment [48]. The existing conflict resolution model is mainly
rule based [46], case based [49] and negotiation based [48].
Rule-based strategy is to establish different conflict resolution
rules for different types of conflict, such as mission-critical
priority, the shortest waiting time, first come first served, and
so on. Case-based strategy refers to utilize the specific case
information available as historical precedence for proposing
solutions to current conflict. Negotiation-based refers to find
an agreement between two or more parties where participants
exchange proposals which mainly by game-theoretic ap-
proaches and heuristic approaches.

LCE is a kind of complex product system with long
manufacturing duration, complicated structures and parts,
complex manufacturing processes, and large number of
manufacturing participants [50]. Therefore, service require-
ment conflict caused by multiple LCE manufacturing projects
in GE-oriented CMfg platform is more complex. The above
approaches for our problem are still limited. For example,
there is a considerable number of factors involved in CMfg
conflict, each conflict is different, and it is difficult to establish
case database; fixed rules cannot deal with complex issues.

3 Service requirement conflict in GE-oriented CMfg
platform

3.1 Task assignment process

The subsidiaries of GE usually obtain LCE orders with indi-
vidualized requirements by bidding. Manufacturing of such
orders is always managed as a project, with interim products
defined for each task of the project [35]. LCE has a complex
structure and over 10,000 kinds of components. Many com-
ponents are special products which need to design and manu-
facture to order; some components can only be processed on
some specific equipment. Due to the complexity of the prod-
uct, manufacturing resources in single enterprise cannot
meet all needs of the order. In this case, for the unified man-
agement of the decentralized manufacturing resources which
belong to the subsidiaries, GE needs to integrate them; GE
also needs to integrate the needs of the various subsidiaries
and its customers to achieve unified management of
decentralized demand.

As shown in Fig. 1, GE-oriented CMfg platform, which is
constructed by using the Group Intranet, integrates
manufacturing resources of various subsidiaries within the
group [5]. All kinds of manufacturing resources in CMfg are
transformed into manufacturing capability by the platform.
And then manufacturing capability are re-packaged and de-
ployed as manufacturing service that can be rapidly provi-
sioned and released [16]. By using manufacturing service
which was provided by GE-oriented CMfg platform, GE’s
subsidiaries can work together to provide a product solution
and get better synergy between its subsidiaries on product
design, manufacturing, and sales service.

The matching process of complex equipment manufactur-
ing task and manufacturing service in GE-oriented CMfg is
illustrated in Fig. 2. The main steps of the process are as
follows:

1. When the subsidiaries obtain the order, combined with
scheduling orders and product BOM structure [51], pro-
ject is decomposed to form a project task chain.
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2. According to the characteristics of each task, manufactur-
ing services in the cloud are clustered to form cloud ser-
vicers set which will be selected for the task by clustering
algorithms [19].

3. Finally, the appropriate manufacturing service in each set
which match up to the task is selected to form an optimal
combination.

3.2 Manufacturing service requirement conflict

Generally, LCE should be manufactured according to the cus-
tomers’ specific requirements and the enterprise needs to
make a unique engineering design or make changes from

old products. The projects duration of products manufacturing
are very long (about 1 or 2 years, or even longer); multiple
projects are often implemented simultaneously in GE. Despite
the different needs of various customers, the products in the
same series have a certain similarity. Manufacturing tasks in
different projects might require the same manufacturing ser-
vice. In other words, the manufacturing service in the same
cluster may be simultaneously required by different tasks.
However, the manufacturing service capacity within a certain
time is limited. Thus, to match, select, and combine cloud
services, the capacity constraint of manufacturing service in
GE-oriented CMfg must be taken into account inevitably.

The capacity of manufacturing services is dynamic in GE-
oriented CMfg. This dynamic is reflected in the following
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aspects: (1) Dynamic and uncertain manufacturing services
demand. Before the project starts, task duration and its quan-
tity of manufacturing services demanded are obscure and dif-
ficult to determine accurately. These uncertainties can easily
affect the project scheduling [36]. (2) Dynamic and uncertain
manufacturing resource in the cloud. External resources tem-
porarily add to the manufacturing cloud, and some service
capacities will be increased. Some services’ failure or
manufacturing resource leave from the manufacturing cloud,
and some service capacities will be reduced. (3) Dynamic and
uncertain external environment. Such as order cancel, rush
orders insert and tasks priority change. Generally, these dy-
namics and uncertainty have been carefully considered when
the project was planned. However, as a kind of complex pro-
duction system, LCE is characterized by customized, inter-
connected complex subsystems, involves multiple collabora-
tors, and has a long manufacturing period and easy to influ-
ence the effectiveness of its manufacturing project scheduling
[52, 53]. In a certain period of time, for multiple tasks in
different projects, if the demand on the same manufacturing
cloud service is more than the supply, manufacturing service
requirement conflict will arise. Manufacturing service require-
ment conflict is the priority conflict of multiple tasks using the
same manufacturing service. Due to interconnected complex
tasks, it is hard to determine which one should be delayed.
When a task is delayed, it will affect its subsequent tasks and
even other projects. This may cause the projects’ duration and
cost increases and make the original plan disorder.

In the next section, we will describe this issue and establish
the mathematical model considering both global target of pro-
ject duration and partial target of tasks change.

4 Problem description and modeling

4.1 Problem description

Drawing upon the above analysis, the problem can be de-
scribed as follows: In GE-oriented CMfg platform, there are
a number of LCEmanufacturing projects whenmanufacturing
service requirement conflict. These projects include a number
of separate interrelated (i.e., precedence relationship) tasks.
Each task with a fixed duration has planned start time and
end time and requires corresponding manufacturing service.
In a certain period, the limit of manufacturing service’s capac-
ity let some tasks compete for the samemanufacturing service.

The problem is how to allocate limited manufacturing ser-
vice to eliminate conflict between the tasks and to achieve
optimal management objectives. Although this problem is
very similar to the traditional resource-constrained project
scheduling problem [32, 54], there are several significant dif-
ferences between them: (1) All tasks have been scheduled
reasonably. When eliminating conflict, the feasible solution

is associated not only with the current task and its related
services but also closely with the successor tasks. For exam-
ple, eliminating the current conflict may lead tomanufacturing
service requirement conflict of its successor tasks. (2)
Manufacturing service capabilities are dynamic and change
with time. (3) The pros and cons of conflict resolution not
only depend on the local impact of the previous projects plan
but also take into account the global impact of all projects. In
other words, eliminating the conflict requires to change the
original plan as slightly as possible, simultaneously, to mini-
mize the delay period for all projects.

4.2 Assumptions of the optimization model

Some assumptions have been made in order to strengthen
modeling ability of the proposed model, as follows.

1. All projects are independent of each other.
2. There are precedence constraint relationship between var-

ious tasks in a project.
3. Within a certain period, the cloud service capabilities are

known and has been fully gathered, a service exclusively
for some specific categories of tasks.

4. Once a task is started, it cannot be interrupted; the re-
quired service is exclusive from other tasks until the end
of the task.

5. When a conflict occurs, the tasks involved in the conflict
and its subsequent tasks are not implemented; the conflict
time is time 0.

6. The task execution time is fixed.

Before formulating a mathematical model of conflict reso-
lution problem, the notations are defined as following that
used throughout the remainder of this paper. The project set
involved in the conflict is P={p1,p2,⋯,pi,⋯,pN}; Aij repre-
sents the jth task that has not been executed in the project pi;
Tij_p_s represents the scheduled start time of task Aij; Tij_a_s
represents start time after conflict resolution of task Aij; Tij_c
represents the duration of task Aij; Sij_k represents the required
capabilities of cloud service sk for finishing task Aij, k is the
category code of cloud service, k=1,2,⋯,K; S_foruse(t,sk)
represents how many capabilities that cloud service sk can
supply at time t; It represents tasks set in the execution state
at time t; N represents the number of project in conflict; Ji
represents how many tasks has not been executed in the pro-
ject i in conflict; X represents how many tasks’ previously
scheme are changed after conflict resolution; Y(pi) represents
the delay time of the project pi after conflict resolution.

4.3 Conflict resolution mathematical model

The conflict resolution mathematical model is given as fol-
lows:
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The objective function (1) minimizes the total number of
tasks that this previous scheme are changed, and objective
function (2) minimizes the total delay time of all projects.
Function (3) represents the constraint of tasks precedence re-
lationship within each project. Function (4) represents the
constraint of service capacity in each time. Function (5) rep-
resents the delay time of the project pi. Function (6) represents
the constraint that the earliest start of each task cannot be
earlier than previous scheme.

5 Solution approach

5.1 Handling for multi-objective optimization problem

A large amount of literature has provided handling methods
for multi-objective optimization problem. Generally, most of

them can be classified into three categories [55]: (1) aggregate
objective function-based methods. (2) Pareto-compliant rank-
ing-based methods. (3) Constrained objective function. Two
objectives in the model we proposed are contradictory in some
instances, but some instances are not. In other words, for con-
flict resolution, to minimize the total number of tasks that its
plan needs to be changed may enlarge the delay time of all
projects. But in some cases, tominimize the first objective will
also minimize the second one. So, in this paper, we adopt
weighted sum method to convert the target. Due to the differ-
ent dimension of two targets, we need to standardize these two
objectives.

In sum, the aggregate objective function has the following
form.

min ω1 � X
X N

i¼1
J i

þ ω2 �
XN

i¼1

Y pið Þ
TiJ i p s

0
B@

1
CA ð8Þ

ω1,ω2 denote two different weights of the objectives,
respectively.

5.2 Solution space

Different from RCPSP, solution space size of this model has
a close relationship with the influence that the results of the
current conflict resolution exert on its successor. The exam-
ple is as shown in Fig. 3; there are two scheduled projects in
the cloud. When conflict occurs, each project have k tasks
with k kinds of cloud services. In the period ab, the supply
of service S1 cannot afford the needs of tasks 1.1 and 2.1.
There are two ways to eliminate the conflict: postpone task
1.1 or task 2.1 (the successors should be postponed) to sat-
isfy td≤ta or tb≤tc. If there is no impact on their successors,
solution space size will be two. In addition, there is an
extreme case that the elimination of each conflict will lead
to the conflict of its followed tasks. In this case, solution
space size is 2k. Therefore, the size of the solution space will
vary within 2∼2k. Moreover, with the increase in the
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number of projects involved in the conflict, its solution
space will vary over a larger area.

5.3 ACO-SSGS for conflict resolution

A large body of literature has provided support for RCPSP,
which can be divided into deterministic algorithm and heuris-
tic algorithm [56]. Deterministic algorithm can get the optimal
solution but with the expansion of the scale of the problems
that may have a “combinatorial explosion” phenomenon. It
leads to low computational efficiency and even impossible
to obtain solutions. Fortunately, heuristic algorithm can over-
come this shortcoming; it mainly includes priority rule-based
algorithms and intelligent algorithms. Priority rule-based al-
gorithms are generally constituted by schedule generation
scheme (SGS) and priority rule (PR). The purpose of SGS is
to produce a feasible schedule plan, usually from a partial
schedule, and gradually expanded until it generates a complete
schedule. PR is used to determine the priority order of the

tasks, that is, different tasks given a certain weight. This algo-
rithm is simple, suitable, and has high computational efficien-
cy; however, PR has poor directionality, lack universality, and
limited search capability. In recent years, intelligent algo-
rithms play an important role to address this problem, such
as GA [57, 58], particle swarm optimization (PSO) [21], ACO
[59], and so on. For GA, due to the change of solution space
and the constraints of precedence and resources, the chromo-
somes are prone to illegal in evolution. GAs and PSO also lack
in PR feedback.

Although applying the algorithm in cloud environment
and traditional environment has some similarities, there
are some significant differences. First, resources are dy-
namic and changing in cloud, but in traditional environ-
ment, they are fixed. Second, the algorithm needs to de-
velop specific scheduling policy for a specific application
in traditional environment; in cloud, task scheduling is
generally not limited to specific application, which can
support many types of applications, and can run multiple

Table 1 The projects data in conflict time

Task no. ST ET ST SR Task no. ST ET ST SR Task no. ST ET ST SR

A11 0 1 1 4 A24 6 8 2 5 A37 9 11 1 3

A12 1 3 3 3 A25 8 10 1 2 A38 11 12 3 2

A13 3 5 1 4 A26 8 10 3 3 A39 12 14 2 3

A14 4 6 4 3 A27 10 11 1 2 A41 1 2 1 4

A15 6 7 3 2 A28 11 13 4 4 A42 2 4 4 3

A16 7 9 1 4 A29 13 15 1 2 A43 4 6 3 4

A17 9 11 4 3 A31 0 2 3 3 A44 6 7 1 2

A18 10 11 3 4 A32 2 4 2 4 A45 7 8 4 2

A19 11 13 2 3 A33 2 4 4 3 A46 7 8 3 3

A21 0 2 1 3 A34 5 7 1 5 A47 8 10 2 5

A22 2 4 3 3 A35 7 9 2 2 A48 10 12 4 2

A23 4 6 4 3 A36 7 9 4 4 A49 12 15 1 4
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applications simultaneously. Finally, the target is relative-
ly simple in traditional environment, but in cloud environ-
ment, its scheduling strategy should be possible not only
to improve the cloud service provider’s service revenue
but must also try to meet a large number of users for
different resource types application requirements.

To fill the above gaps, in this paper, we propose an ACO
combined with and SSGS [37, 60] for solving the model.
ACO can change the priority dynamically by using the vola-
tilization and strengthening of pheromone.

5.3.1 The design of ACO-SSGS

SSGS contains J+1 stages, each stage g(g=0,1,2,⋯,J)
has partial scheduling scheme set Sg and available tasks
set Dg for each stage. Tasks that already scheduled are
contained in Sg. Dg contains the conflicting tasks in the
current stage. It is evident that the predecessors of all task
in Dg have contained in Sg. In each stage, we can get the

state transition rules by pheromones and visibility of ants;
then according to the rules, one task is selected from Dg

and other tasks are postponed. By constantly updating
pheromone, the optimal solution can be found eventually,
as shown in Fig. 4.

Next, we will give a detailed description about state transi-
tion rule, pheromone update mechanism and algorithm
process.

5.3.2 State transition rule

Ants crawling do not constitute a loop, so a virtual node
as the start node ants is added. All ants are from this node
to traverse all other nodes. The probability of the kth ant
choose task Aij at time t according to the following for-
mula.
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Fig. 6 The required capabilities
of service and its supply at each
time

Table 2 Service supply at each time

Time S1 S2 S3 S4 Time S1 S2 S3 S4 Time S1 S2 S3 S4

0 6 3 5 2 8 6 7 6 4 16 4 5 4 4

1 6 3 5 2 9 5 5 5 4 17 4 5 4 4

2 4 4 5 6 10 5 3 5 5 18 4 5 4 4

3 4 4 6 6 11 2 3 5 6 19 6 6 6 6

4 4 4 6 6 12 4 6 4 4 20 6 6 6 6

5 5 4 6 6 13 6 5 4 4 21 6 6 6 6

6 7 6 6 2 14 6 5 4 4 22 6 6 6 6

7 4 7 6 6 15 4 5 4 4 23 6 6 6 6

Table 3 ACO parameter settings

Parameter Denotation Setting

Pheromone emphasis factor α 0.2

Visibility emphasis factor β 4

Volatile coefficient ρ 0.1

Iteration number NC_max 100

The initial concentration of pheromone τ tAi j
1

Weights of the objectives ω1,ω2 0.5,0.5
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where τ tAi j is the pheromone of task Aij at time t, ηtAi j
is

the visibility of task Aij at time t, Amax is the maximum
amount of tasks in the conflict set, and α and β represent
the emphasis degree of visibility and pheromone, respec-
tively. ηtAi j

is calculated by Eq. (10):

ηtAi j
¼ 1

Ti j c
þ 1

Si j k
ð10Þ

where visibility is mainly determined by the duration and
service requirement of the task.

5.3.3 Pheromone update mechanism

Drawing upon the rationale of SSGS, the proposed al-
gorithm is mainly used the way of time scanning for
conflict detection and resolution. On the side (t,Aij),

the unit length pheromone left by the kth ant is deter-
mined by the traveled path of the ant. vk is the total
path length traveled by the kth ant. The pheromone in-
crement of unit length can be calculated using the fol-
lowing equation.

Δτ ktAi j
¼

Q

vk
; t;Ai j ∈S*

0; t;Ai j ∉S*

8<
:

where Δτ tAi j is the pheromone increment of task Aij at

time t, Q is constant, and the updated pheromone can
be calculated using the following equation.

τ tAi j ¼ 1−ρð Þτ tAi j þΔτ tAi j

In the equation, ρ is the volatile coefficient.

5.3.4 Algorithm process

The detailed solving process of the proposed algorithm is as
follows.

Step 1. Data initialization. The initialized data needs
to be divided into two categories. One is algorithm
parameters, including ant pheromone matrix, phero-
mone volatile coefficient, the maximum number of
iterations, the initial iterations, maximum scan time.
Another one is the data of tasks and cloud services,
such as tasks code, tasks scheduled start time, task
duration, the capabilities of cloud services, and task
required capabilities of cloud services.
Step 2. Iterative algorithm initialization. The current time
g is 0, the current of cloud service number k is 1. Current
ant m start to look for the path.
Step 3. Scan the current task set. The current task set
refers to all tasks which have not been implemented in

Fig. 7 The convergence curve of ACO-SSGS for conflict resolution
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A49(4)Fig. 8 The Gantt chart of conflict
resolution result
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the cloud at current time g. Put the tasks that required
cloud service number k at current time g into Dg

k.
Step 4. Conflict judgment. If there is no conflict inDg

k, go
to step 9, otherwise, turn to the next step.
Step 5. Get the conflict duration t_during by scanningDg

k,
where g≤t≤tmax, tmax is the earliest completion time of
the tasks in Dg

k. Searching for the tasks that included
during the time interval t_during and put them into Dg

k.
Step 6. Update Dg

k. (1) Remove the tasks that have been
planned by the proposed algorithm from Dg

k. Dg
k=Dg

k−
Dg
k∩Sg. (2) If Sij_k≥S_foruse(t,sk), Remove task Aij from

Dg
k and put it into delayed set Delayg

k. At the same time,
update S_foruse(t,sk), g≤t≤tmax.
Step 7. If Dg

k is empty, turn to the next step. Otherwise,
select the tasks in Dg

k by using ACO, simultaneously put
the selected tasks into Sg and selecting set Chooseg. Up-
date S_foruse(t,sk), g≤t≤tmax.
Step 8. Delay all tasks in Delayg

k and its successors. The
delay time of the tasks belong to project pi isΔti,Δti=ti_
min−Tij_a_s, where ti_min is the minimum completion time
of all tasks in Chooseg.
Step 9. Judge whether all cloud services traverse com-
pleted at time g. If not, cloud service k=k+1, turn to step
3. Otherwise, turn to the next step.
Step 10. Judge whether all time traverse completed. If not,
scanning time g=g+1. Otherwise, turn to the next step.
Step 11. Record resolution scheme of the current ant and
judge whether this ant is the last. If not, antm=m+1, turn
to step 2. Otherwise, turn to the next step.
Step 12. Pheromone volatilization and strengthening.
Volatilize the pheromones of all paths. Strengthen the
pheromone of the shortest path. Iteration number NC=
NC+1.

Step 13. Terminate judgment. If the termination condi-
tion is satisfied, terminate the procedure and output the
results; otherwise turn to step 2.

6 Illustrative example

6.1 The example data

In order to demonstrate the application of the proposed
model and algorithm, we give a conflict resolution case
study in a cement equipment manufacturing group enter-
prise. The products in the case group enterprise are large
complex cement equipment for cement production line,
such as cement burning equipment, grinding equipment,
and crusher. The group has nearly 23 subsidiaries mainly
distributed in Jiangsu and Hebei provinces in China. To
share manufacturing resources, idle devices, and raw ma-
terials of each member, the group has built the prototype
system of GE-oriented CMfg platform.

On the prototype system, we simulate a service require-
ment conflict, and then project conflict set is obtained. In
the set, the project Gantt chart is shown in Fig. 5. There
are four projects in the set; tasks are represented by a
rectangle, time 0 is the current time. In the rectangle,
different colors represent different service requirements
(i.e., the red represent the requirement of cloud service
1), the characters and numbers represent task code and
the required capabilities (i.e., A41(4) represent task A41
and its required capabilities is 4). The project data is
shown in Table 1, and Service supply at each time is
shown in Table 2.

The required capabilities of service and its supply at each
time are shown in Fig. 6. From Figs. 5 and 6, it is distinct
that A11 compete with A12 on service 1 at time 0; A12,
A22, and A31 compete against each other on service 2 at
time 1 and time 2.

Table 4 The start time of each
task after conflict resolution Task no. Start time Task no. Start time Task no. Start time Task no. Start time

A11 3 A21 0 A31 0 A41 2

A12 7 A22 2 A32 2 A42 3

A13 12 A23 4 A33 2 A43 5

A14 13 A24 6 A34 5 A44 7

A15 15 A25 8 A35 7 A45 9

A16 16 A26 8 A36 7 A46 10

A17 18 A27 10 A37 9 A47 14

A18 19 A28 11 A38 11 A48 16

A19 20 A29 13 A39 12 A49 18

Table 5 Algorithm parameters of GA

PopSize MaxGen Pc Pm

100 100 0.8 0.05
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6.2 Computational outcomes

The computational software and hardware platform parame-
ters are listed as follows: Windows 8.1, MATLAB R2014a,
Intel(R) Core(TM) i7-4510U CPU, 2.0GHz, and 16G RAM.

In order to use the algorithm in Cmfg platform, the MATLAB
codes are compiled into a DLL file and embed into the plat-
form. The processes are carried out with three steps.

Step 1. Use deployment tool in MATLAB to compile
MATLAB functions into DLL file with class name GAClass.

Table 6 The results of
comparison experiment Initial best fitness Converged best fitness Elapsed time/s

GA-SSGS (1)150.34 (2)160.96 (1)134.47 (2)133.59 All more than 500
(3)147.78 (4)156.2 (3)131.68 (4)115.5

(5)165.62 (5)150.85

ACO-SSGS (1)116.41 (2)105.41 (1)64.23 (2)79.62 (1)52.31 (2)51.83

(3)147.78 (4)127.22 (3)77.31 (4)74.51 (3)52.05 (4)50.76

(5)152.33 (5)64.23 (5)52.65

GA-NonSSGS (1)173 (2)105.41 (1)118.4 (2)157.7 All more than 500
(3)167.8 (4)168.2 (3)127.6 (4)147.5

(5)157.2 (5)148.4

ACO-NonSSGS (1)118.3 (2)152.8 (1)79.62 (2)95.62 (1)54.36 (2)52.79

(3)124.4 (4)116.1 (3)95.62 (4)79.62 (3)52.80 (4)51.49

(5)131.9 (5)85.02 (5)53.53

(a) GA evolution process of best individual (b) GA evolution process of average value

(c) ACO evolution process of best individual (d) ACO evolution process of average value

Fig. 9 Evolution process of GA
and ACO. a GA evolution
process of best individual. b GA
evolution process of average
value. c ACO evolution process
of best individual. d ACO
evolution process of average
value
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Step 2. Add reference of compiled DLL file into Cmfg
platform.

Step 3. Call the main function mainFUN of the proposed
algorithm. The process to callmainFUN ofGAClass is shown
in the algorithm 1.

Algorithm 1: Algorithmic flow for calling mainFUN in
Cmfg platform

//initialize parameter
M W N u m e r i c A r r a y T a s k N u m b e r =

Convert.ToInt32(txtTaskNumber.Text.Tri-
m());

MWNumericArray TimeMax= ……

M W N u m e r i c A r r a y P o p S i z e
=Convert.ToInt32(txtPopSize.Text.Trim());

MWNumericArray Pc = ……

GAClass ga = new GAClass();
MWArray[] agrsOut = new MWArray[2];
MWArray[] agrsIn = new MWArray[]

{TaskNumber, TimeMax, … , PopSize, Pc, Pm,
LeagueSize, MaxGen };

ga.mainFUN(2, ref agrsOut,agrsIn);
M W N u m e r i c A r r a y R e s u l t B e s t I n d =

agrsOut[0] as MWNumericArray;
MWNumericArray ResultBestFitness =

agrsOut[1] as MWNumericArray;
Return ResultBestInd and ResultBestFitness

ACO parameter settings are shown in the following
Table 3. Figure 7 is the convergence curve of ACO-
SSGS for the example, including the convergence curve
of the value and the average value of objective function. It
is evident that the proposed algorithm converges around
50 iterations. The Gantt chart of conflict resolution result
is illustrated in Fig. 8, and the start time of each task is
shown in Table 4.

Comparing the result with the projects scheduling before
the conflict, projects 1 and 4 are delayed to eliminate all con-
flicts, the total delay time is 12, some task (i.e., A41, A42) are
changed slightly. Considering the services’ requirement and
its supply, the result achieves the intended purposes.

6.3 Comparison experiment

To demonstrate the effectiveness of ACO-SSGS, the compar-
ison experiment among GA-SSGS, ACO-SSGS, GAwithout
SSGS strategy (GA-NonSSGS) and ACOwithout SSGS strat-
egy (ACO-NonSSGS) have been carried out. As a kind of
Heuristic algorithm, GA provides a common framework for
solving complex system optimization problems [61], it does
not depend on the field of specific problem and has strong
robustness on various issues. Therefore, GA is widely used
in many fields [62], such as function optimization,

combinatorial optimization, production scheduling, automatic
control, project scheduling and so on.

Table 5 gives the algorithm parameters of GA. All the
algorithms are running for five times and the results are shown
in Table 6. It is easily observed that ACO-SSGS has advan-
tages in solving efficiency and quality. For a more straightfor-
ward description, the best individuals and average objective
function values are employed as metric to illustrate the evolu-
tion process shown in Fig. 9. Comparing the evolution process
of GA and ACO, it is obvious that the obtained result by ACO
is better than GA with or without SSGS strategy. However,
comparing the evolution process of GA and ACO of SSGS
and without SSGS strategy, graphs (a) and (c) in Fig. 9 dem-
onstrated that the SSGS strategy was more efficient for opti-
mal solution searching. The advantage is benefited from the
SSGS strategy, which a Tabu search collection is used to de-
crease the searching space and avoid partial optimal solution.

7 Conclusions

In this research, we have made an attempt to resolve the con-
flict resolution problem in GE-oriented CMfg for LCE
manufacturing. We have described the management process
of LCEmanufacturing project and analyzed service conflict in
the platform. Considering the characteristics of the conflict,
we have proposed a multi-objective mathematical model con-
sidered both global target of shortest duration and partial target
of tasks change minimization. To solve the model, the algo-
rithm based on SSGS and ACO has been put forward. ACO
can change the priority of tasks dynamically according to the
feedback of the ants. In this way, the conflict can be well
settled.

There are a number of opportunities to expand the pro-
posed research. In this research, we used the delay time and
the number of the changed tasks as objective; all time are
rigid. Concerning these limitations, the suggestions for further
research are as follows: other objectives can be considered
such as delay cost, multi-mode of the task duration with dif-
ferent costs, and the fuzziness of task time.
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