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Abstract With the development of the supply chain network
(SCN) and big data processing, a simple view at above two
technologies separately has become unadvisable; this mainly
reflected on the growing amount of data in the SCN nodes.
Since the data processing is not timely, the potential risks may
spread like dominoes to the entire network. There aremany small
nodes in the SCN, inwhich it requires data processing equipment
that have characteristics of high integration and miniaturization.
For the phenomenon that large shape and real-time shortage
exists in designing underlying data processing equipment in
SCN with the traditional special large computers and general
embedded processor, this paper considering the advantage of
parallel character of FPGA (field programmable gate array), a
new method, which uses FPGA to design embedded device to
execute related algorithms in parallel for underling data process-
ing to reduce risks which caused by time-delay in SCN, is pro-
posed. To verify effectiveness of the proposed method, a FPGA-

based design method for Kalman filter algorithm and median
filter algorithm is proposed. The performance and advantage of
the proposed method are analyzed by comparing with traditional
methods. The results shown that the proposed method have high
real-time and accuracy in complex algorithm execution for SCN
underling data processing, which can reduce the potential risk
and improve the performance of entire SCN.

Keywords Supply chain network (SCN) . Risk . Field
programmable gate array (FPGA) . Kalman filter .Median
filter . Real-time . Big data

1 Introduction

With the progress of society, the development of traditional com-
modity exchange is facingmany bottlenecks; one of them is how
to build an effective networkwhich combineswith rawmaterials,
intermediate products, final products, suppliers, manufacturers,
distributors, and users thatbecome a problem which must be
solved. The emergence of supply chain network (SCN) and its
development is a potential effective approach to solve the above
issue. By using SCN, the information flow, logistics, funds, and
enterprise management can be effectively controlled. In recent
years, SCN has been rapidly developed and widely applied, and
the typical cases are Boeing and Apple. Boeing can reasonably
and dynamically select parts suppliers by using SCN to guarantee
aircraft’s normal production. Apple can guarantee phone’s nor-
mal production and sales when parts of suppliers encounter var-
ious emergencies by SCN management. So studying SCN not
only has theoretical significance but also has great social value.

With the development of society, big data era has come, as
McKinsey said “data has penetrated into every area of today’s
industries and business functions, and has become an important
production factor.” Whether the internet of things (IoT), cloud
computing (CC), enterprise information system (EIS), or SCN,
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data is the foundation; we can extract useful information from
these data, so the key is how to correctly handle these data. Li
et al. [1] firstly briefly introduced the concept, characteristics, and
applications of “big d,” and then discussed the existing applica-
tions and potential applications of big data in PLM (product
lifecycle management). Lu et al. [2] researched the efficient and
privacy-preserving computing in big data era; the article pointed
out that if data are not authentic, new mined knowledge will be
unconvincing. Gu et al. [3] researched the cost minimization for
big data processing and pointed out that big data services is the
tight coupling between data and computation. Xu et al. [4]
discussed the information security in big data and studied privacy
preserving data mining (PPDM). Slavakis et al. [5] discussed
modeling and optimization for big data analytics. Liu et al. [6]
discussed the issues and challenges of big data development in
China.

At the same time, supply chain network (SCN) is continuous-
ly expanding; accompanying this change, the amount of data in
SCN is increasing with a fast speed. There are more and more
data has to be processed in a small node in SCN. As a result, the
risks in SCNwill increase if the data cannot be processed timely.
What’smore, the risks will be like a domino and quickly threat to
entire network from small network node. There are many
scholars that have carried out related studies about risks reduce
of big data; Lu et al. [7] firstly researched the security issues in
ICT (Information and Telecommunication) supply chain, and
then several international models both on physical supply chain
and ICT supply chain were introduced. Robak et al. [8] studied
the capabilities of big data technology architectures with cloud
computing in SCN and then introduce a process case. Zage et al.
[9] proposed a method which using big data to improve the
security of SCN and related literature survey and system tutorial
for big data analytics platforms have been researched in literature
[10]. Risk intelligence in big data era is a big topic, the research
priority of this paper is using a new method to deal with under-
lying data in SCN, and the aim is to improve the real-time of data
processing to reduce the risks which caused by time-delay
processing.

Recently, a lot of works have been carried out on SCN, such
as network risk analysis, network evaluation, and optimization.
However, as the bottom of SCN, data collection and processing
have not been paid full attention. How to ensure the correctness
and effectiveness of data collecting and processing at the bottom
layer of SCN is a key issue which relates to the further develop-
ment of SCN. Many scholars study SCN from a macro level,
such as policy level, high-level resource optimal scheduling, and
so on. However, any network, including SCN, is constructed by
various nodes. It is well known that there are many embedded
devices that are deployed in these nodes of SCN and used for
data collection and processing. The real time of data processing
will directly affect the safety of SCN. Inmost cases, these devices
were designed by DSP (digital signal processor) technology, but
DSP is usually in serial mode when it executes the program

codes; it will increase risk in SCN by reducing real time of data
processing. So we need to look for a parallel computing method
to design related algorithms in SCN to improve its real time. For
example, there is an issue of image filtering when acquiring a
product’s label; if filtering is not in real time or has no error, then
the risks will be like a domino, quickly threatening the entire
network from small network node. The traditional methods to
carry out image filtering are using general-purpose processor,
such as DSP. Due to its own constraints, for example, it will be
in serial mode when it executes program codes. That is to say,
codes will be executed in order, so this serial mode seriously
affected the real time of data processing. Meanwhile, these em-
bedded devices in SCN pursuit miniaturization, so the computer
cannot perform competently. FPGA (field programmable gate
array) is an effective method to solve real time of data processing
because of its parallel execution characteristics. FPGA’s interior
is like a “white paper,” chip is composed by thousands of logic
gates, and user completes program by wire these dispersive logic
gates. FPGA jumps from serial mode to parallel execute pro-
gram, and different parts of user’s program can generate different
hardware circuits; these different hardware circuits can be inde-
pendent with each other.

This paper studies a method at the micro level to improve the
data preprocessing performance in SCN. Using the parallel tech-
nology of FPGA to design filter in the SCN, such as filtering the
image noise data, this can improve real time of underlying data
processing, and further improve the performance of the SCN.

The rest of this paper is organized as follows. Section 2 re-
views the related work in SCN. Section 3 introduces the pro-
posed method and its implementation. Simulation and experi-
ment are carried out in Section 4. Section 5 concludes this paper.

2 Literature review

2.1 Supply chain network

This section surveys modeling, topology, performance analysis,
and application of SCN and focuses on underlying embedded
device and data processing method in SCN.

2.1.1 Modeling and topology of SCN

Tu and Piramuthu [11] developed a decision support model to
support timely processing and filtering for data collected by
RFID. Liu andHipel [12] proposed a hierarchical decisionmodel
to select quality-control strategies for a complex product. Lau
et al. [13] established a SCN model based on agent to support
distributed scheduling. Kelepouris et al. [14] proposed a model
that uses the data provided by tracking systems to deliver en-
hanced tracking information to the final user. Zhao et al. [15]
studied howdifferent network topologies, which are created from
different growth models, affect the network’s resilience against
both random and targeted disruptions. Wang and Hu [16]
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analyzed topology on value creation of logistics financial man-
agement in SCN. The SCN has also been studied in some ad-
vanced manufacturing system such as manufacturing grid and
cloud manufacturing to enhance the manufacturing resource and
service sharing. For example, Tao et al. [17] proposed a
manufacturing grid resource service composition and optimal-
selection method based on the principles of particle swarm opti-
mization (PSO). A parallel method for service composition
optimal-selection in cloud manufacturing system was studied
by Tao et al. [18]. In addition, another researches about cloud
manufacturing, cloud computing, and internet of things (IoT) can
be seen in references [19–29].

2.1.2 Supply chain performance analysis

Jazemi et al. [30] declared that optimizing the whole SCN per-
formance is a key success factor in forming long-term relation-
ships in SCN, and proposed a method by using information
sharing benefits to study SCN benefit in supplier selection prob-
lem. A fuzzy logic-based approach and a hybrid dynamic frame-
work for supply chain performance (SCP) analysis and manage-
ment were proposed by Agami et al. [31, 32]. Wu et al. [33]
discussed a maxi-min efficiency multi-stage supply chain model
which is capable of measuring supply chain members perfor-
mance and overall SCP.

2.1.3 Application of SCN

SCN has been widely used in many fields. For example, Chan
[34] summarized recent trends of SCN both in research and
applications. Hill et al. [35, 36] studied the application of SCN
in food. Cunningham et al. [37, 38] investigated the application
of SCN in industry field. Wu et al. [39, 40] researched supply
chain logistics in iron, steel enterprise, and cost management. In
addition, many researchers carried out some works on the appli-
cation of SCN in manufacturing, e.g., Kumar and Mishra [41]
studied a multi-agent self-correcting architecture for distributed
manufacturing supply chain.

2.1.4 Underlying embedded device and data processing
in SCN

As mentioned above, the theory and method of modeling, topol-
ogy, performance analysis, and application of SCN have been
studied by researchers. Any network not only includes SCN
superstructure but also includes underlying data processing unit.
If one wants SCN to have a good entirety performance, underly-
ing data processing unit must be well constructed. Since data is
processed by embedded device, more attention should be paid on
the design of embedded device.

To some extent, the development of RFID technology repre-
sents the development of SCN nowadays, and research to RFID
has also been paidwide attention bymany scholars. For example,

Gaukler [42] presented a model to evaluate the impact of an
introduction of item-level RFID in a retail environment where
stock-out-based substitution is common. Ondemir et al. [43]
studied an advanced repair-to-order and disassembly-to-order
model to deal with the products that are embedded with sensors
and RFID tags, and its aim was optimal end-of-life management
in closed-loop supply chains using RFID and sensors. Chalasani
and Boppana [44] focused on data architectures of RFID trans-
actions. Lee et al. [45] has given out an efficient method which
uses a path encoding scheme to processing RFID data.
Piramuthu [46] discussed the effect of lightweight cryptographic
authentication in RFID-tagged systems. Hsu et al. [47] discussed
the way to use enterprise databases, wireless sensor networks,
and RFID systems to complete enterprise collaboration.

From the above investigation, it is evident that many
scholars pay more attention on the upper strata of SCN,
such as using certain strategies to optimize modeling, to-
pology, and performance of SCN. Even for aspect of un-
derlying embedded device and data processing in SCN,
they are more concerned about RFID’s application, not
device’s improvement. RFID commonly uses serial proces-
sor, such as a single-chip microcomputer (SCM), DSP, or
ARM. Admittedly, we have to admit they have some ad-
vantages in some ways, but in the face of massive data
processing, FPGA, which is born with parallel characteris-
tics, will have excellent performance. If underlying data in
SCN does not get good processing, the risks will quickly
step-by-step threat to the entire network; at that time, they
adopt various optimize methods to improve SCN’s perfor-
mance as mentioned above which will be meaningless. So
underlying data processing in SCN is very important and it
is this paper’s research focus.

2.2 SCN risk analysis and its solution approaches

The researches and applications of SCN greatly promote the
development of society. But we have to admit that there are
many risks in SCN. Fortunately, these risks have attracted
scholars’ attention, and a lot of works have been done for risk
analysis. For example, Olson [48] mentioned that internation-
al trade is the access to lower cost production opportunities
through outsourcing, but according to supply partners, there
are many potential risks, such as tsunamis, earthquakes, polit-
ical unrest, and economic turbulence.

The risks in SCN are caused bymany reasons which can be
classified into the following two aspects:

1. Internal factors. For example, logistics operation risk, the
difference between enterprise culture, production and pro-
curement risk, etc.

2. External factors. For example, policy risk, law risk, mar-
ket demand uncertainty risk, unexpected disaster risk, etc.
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Wang et al. [49] focused on reducing risks in location de-
cisions and proposed a two-stage fuzzy facility location prob-
lem with value-at-risk (VaR). Shen et al. [50] discussed the
performances of markdown money policy (MMP) in fashion
supply chains with a risk-averse supplier. Zhang et al. [51]
proposed an interactive decision support method for measur-
ing risk in a complex SCN. Groza and Murvay [52] studied
efficient protocols for secure broadcast in controller area net-
works. A comprehensive method for assessing the risk of
timing failure by evaluating the software design has been pro-
posed in [53]. Lao et al. [54] investigated decision support
system for food receiving operations assignment based on
RFID. With more and more complex of SCN, data interaction
between network notes becomes more and more frequently,
and the following question is how to guarantee the real time of
data interaction. In order to answer the question, Wang and
Gopalakrishnan [55] proposed a real-time crossbar switch de-
sign to improve the real time in industrial control systems.
LoBello and Toscano [56] investigated an adaptive approach
for topology management in large and dense real-time wire-
less sensor networks. Neghab et al. [57] discussed integrated
risk analysis method and suggested a process to combine
quantitative risk analysis. Lazzerini andMkrtchyan [58] given
out a framework to analyze risks using E-FCMs (extended
fuzzy cognitive maps). Meanwhile, the threat of uncertainty
elements in power systems was a hotspot of research [59].

Many scholars have studied various methods to solve risks
in SCN as mentioned above, and many achievements have
been achieved. But after analysis, it if found that the above
solutions do not consider the risk from bottom of SCN. For
example, if underlying sensor data is not properly collected
and timely processed, then the wrong data will cause other
executive agencies to make a wrong action. Similarly, an in-
ferior product will not be eliminated by image recognition
technology if the image processing algorithms are not timely
executed. If the risks like the abovementioned emerge, it will
be like a domino quickly threatening the entire network from
underlying network node and will cause other risks. So this
paper pays full attention on underlying data correction and
timely processing to reduce the risks which caused by time-
delay and wrong processing.

2.3 FPGA technology and its potential in SCN

With the rapid development and application of SCN, a lot of
data is generated. Therefore, the effective and real-time data
processing method to these data is especially important. At the
same time, DSP technology is widely used in many fields
including SCN. For example, Kazmierkowski et al. [60] used
DSP to develop and implemented direct power control with
space vector modulation (DPC-SVM) algorithm to improve
the real-time operated DPC-SVM scheme. Mastromauro et al.
[61] discussed control issues in single-stage photovoltaic

systems (PVS) and used DSP to design controller to control
current/voltage in PVS. Nabulsi and Dhaouadi [62] presented
a new digital control scheme for a standalone photovoltaic
(PV) system using fuzzy-logic and a dual maximum power
point tracking (MPPT) controller, and then used DSP to val-
idate the proposed control scheme performance. But in the
above method by using DSP, it is in serial mode when pro-
gram codes are executed, which results in its real time and
cannot be guaranteed. Therefore, parallel method is required
and studied.

FPGA (field programmable gate array) is a chip technology
between ASIC (application specific integrated circuit) chip
and general-purpose chip. The development of FPGA has a
great difference with computer (both Von Neumann and
Harvard architecture) and SCM (single-chip microcomputer).
There are many logic resources in FPGA; we program directly
to form hardware circuit by combining these logic resources
before FPGA running. Parallel characteristic of FPGA is an
effective technical method to improve the real time of data
processing at the bottom of SCN. Therefore, many scholars
are studying the applications of FPGA. The application of
FPGA technology to industrial control systems [63, 64] is
one of the hot topics. FPGA is usually used to control the
PWM wave in electric drive and power electronics systems
[65], so as to build a SoC (system on a chip) [66] and designed
fuzzy logic controller [67]. From investigation, one can notice
some advantages of FPGA as a logic controller. But the ad-
vantage of FPGA in dealing with complex algorithm to reduce
risks which caused by time-delay in some small nodes so as to
improve the whole performance of SCN has not been paid full
attention.

For example, image processing for product label discrimi-
nation is a necessary part of SCN, and filtering is an important
part in the image processing algorithm. At present, Kalman
filter and median filter are widely used in filtering field and
also attracted many scholars’ interest [68, 69].

In this paper, a doubt has been proposed: since there have
many risks which caused by time-delay at the bottom of SCN
and FPGA has great ability in parallel computing, so why not
combine the risks reduction and FPGA? This paper’s main
goal is to design Kalman filter and median filter based on
FPGA and to verify FPGA has great advantage in algorithm
parallel design by comparing with DSP and Matlab; at last, a
new method has been put forward to reduce some risks in
SCN which using FPGA to design embedded device in the
bottom of SCN to parallel execute related algorithm to im-
prove its real time.

3 The proposed method and its implementation

This section uses FPGA-based parallel technology to design
underlying processing unit of data filter in SCN and uses cases
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and simulation experiments to illustrate the advantages of this
technology. This will avoid some risks which are caused by
time-delay of data processing in SCN. This paper completes
Kalman filter and median filter based on Matlab, DSP, and
FPGA and does contrastive analysis at last.

3.1 FPGA-based parallel computing

FPGA (field programmable gate array) is a chip technology,
and the principal difference from other general-purpose chips
(such as ARM, DSP) is its implementation of user’s program.
In FPGA, the user codes are written into the chip before it
works, and then it combines these thousands of FPGA internal
logic gates. Finally, these logic gates form fixed hardware
circuits which follows the users’ intentions. These hardware
circuits are the performance of user program. But other chip
technologies (such as ARM,DSP) is initially translating user’s
code section into machine language through CPU, and then it
turns the result into hardware circuits and executes these codes
at last. Adjacent codes are executed in order. So the process of
FPGA’s executing codes only needs combining these electri-
cal logic gates at first, and then the “thoughts” of the user are
realized in FPGA, so it dos not need to translate users’ codes
when the chip is running. Since FPGA has such a function, it
can execute user codes in parallel. If there is no communica-
tion between two codes, these two codes can be executed
completely independently; if there is data communication be-
tween them, they only need towait for each other’s sync signal
after performing separately. In conclusion, we can say that
FPGA has higher real-time performance than general-
purpose processing chip with serial implementation even if it
needs sync signal (Fig. 1).

The above picture shows how the function y=a0∗b0+a1∗
b1+a2∗b2+a3∗b3 is executed in FPGA and other processor
(such as DSP). FPGA carries out the function in parallel mode
that is shown in picture (a), which is carrying out a0∗b0, a1∗
b1, a2∗b2, and a3∗b3 in parallel within the first clock period.
There is just need of three clock cycles at minimum to com-
plete the function’s operation for FPGA.

But other processors (such as DSP) execute above formulas
in a serial manner that is shown in picture (b): (1) calculate a0
∗b0, (2) calculate a1∗b1, (3) calculate a0∗b0+a1∗b1, (4) cal-
culate a2∗b2, (5) calculate a0∗b0+a1∗b1+a2∗b2, (6) calcu-
late a3∗b3, and (7) calculate a0∗b0+a1∗b1+a2∗b2+a3∗b3.
Therefore, there is a need of seven clock cycles at least to
complete the function’s operation for DSP, and its execution
time is two times more than FPGA. So we can say that FPGA
has a born ability in algorithm parallel designing.

3.2 FPGA-based design Kalman filter algorithm

This paper uses FPGA and Kalman filter to prove its advan-
tage in complex algorithm parallel design and the value of
FPGA-based design underlying data processing unit in SCN,
namely reduce the potential risks in the whole network in
micro-level.

Kalman filter is widely used in industry, it is an optimal
recursive filtering algorithm based on the state-space domain
formula. The algorithm can be divided into time update and
measurement update.

X̂ k=k−1 ¼ Φk;k−1X̂ k−1 ð1Þ
Pk=k−1 ¼ Φk;k−1Pk−1Φ

T
k;k−1 þ Γ k−1Qk−1Γ

T
k−1 ð2Þ

Kk ¼ Pk=k−1H
T
k HkPk=k−1H

T
k þ Rk

� �−1 ð3Þ

X̂ k ¼ X̂ k=k−1 þ Kk Zk−HkX̂ k=k−1

� �
ð4Þ

Pk ¼ I−KkHkð ÞPk=k−1 ð5Þ

Formula (1) and (2) are time update formula, and the others
are measurement update formula. When using Matlab and
other general chips (DSP) to realize above formulas, they are
converted into codes step by step and the processor executes it
step by step, which largely lowered execution efficiency.
Now, the normal way to solve this problem is to increase clock
frequency of the general chip. But subject to the manufactur-
ing process, the clock frequency cannot be raised unlimitedly.
Meanwhile, using advanced chips will increase the cost of
network. Aiming at solving these problems, using FPGA to
design complex algorithm is a good choice. Divide the com-
plex algorithm into different paragraphs and execute in paral-
lel mode in FPGA, the problems will be better solved. If data
communication is needed between these paragraphs, they only
need to wait for each other’s sync signal after completing their
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Fig. 1 FPGA parallel computing schematic
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own operations. This parallel processing method not only can
increase the real time of data processing and decrease system
risks but also can lower system costs.

In this paper, we analyze the five formulas of Kalman al-
gorithm firstly, and then we find that these five formulas can
be parallel executed, although they look like a serial mode.
Namely the above five formulas are executed in parallel and
do data synchronous among each other (Fig. 2).

The above picture (a) shows the five formulas’ serial exe-
cution in general purpose processor (like DSP), and picture (b)
shows the five formulas’ parallel execution in FPGA.

This paper also uses FPGA to design square root Kalman
filter algorithm (improved version of classical Kalman algo-
rithm). As shown in Fig. 3a, round error accumulation in filter
iterative calculation will let Pk and Pk/k−1 lose non-negative
definiteness, and result in calculating distortion of Kk, and
finally make the filter unable to converge. As shown in
Fig. 3b, square root Kalman filter uses matrix D of covariance
matrix P’s square root to take part in iterative calculation,

which can ensure the non-negative qualitative of covariance
matrix P.

3.3 FPGA-based design median filter algorithm

As we know, median filtering algorithm is widely used in
image filtering; its basic principle is sorting a number of pixel
data of pictures, and then replacing the rest of data using the
middle data. The key work when designing median filter pro-
gram is how to sort pixels. For example, we use the default
three-by-three neighborhood to design codes. It will consume
a lot of time to sort these 9 pixels for DSP, but for FPGA, these
times will be greatly reduced because of its parallel
characteristics.

Basic principle of sorting pixels (take 9 pixels for example)
is as follows: firstly, sort the first three data to find maximum
data, middle data, and minimum data; secondly, sort the sec-
ond three data and the third three data; thirdly, sort above each
group’s maximum data, middle data, and minimum data; and
lastly, sort the data whith minimum in maximum group, the
data whith middle in middle group, and the data whith maxi-
mum inminimum group, and then the middle output is middle
data among the above nine data. According to the above steps,
we can see that iterative calculation in median filtering algo-
rithm will cost much time, so we need to use FPGA to parallel
execute above iterative calculation to improve real time
(Fig. 4).

In the above picture, the program execution order is 1>2>
3>4>5>6>7 in DSP because of its serial characteristic, but
for FPGA, the order is 1, 2, 3>4, 5, 6>7 because of its parallel
characteristic, that is, unit 1, unit 2, and unit 3 can be executed
at the same time, so can unit 4, unit5, and unit 6.

4 Simulation and experiment

As the SCN continuously increased, it contained more and
more data in its intern. This mainly reflects that the amountFig. 2 Kalman filter algorithm serial and parallel execution
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Fig. 3 Kalman filter’s problems and square root filter schematic
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of data increases, which should be manipulated in network
nodes. Therefore, it is literally necessary to combine SCN
and big data to analyze the optimization of SCN. The risks
in nodes will influence the entire SCN like domino, for exam-
ple, we need to collect goods label in a fast assembly line; if
the collecting equipment, like RFID or image processing
equipment, have a slow speed, some goods’ quantity, origin,
and property will miss, and it could cause bullwhip effect.

The Boeing Company spends more than 20 billion dollars
every year to buy parts and raw materials, and their parts and
raw materials suppliers are around the world, so the stability
and optimization of SCN directly affect the Boeing
Company’s development. This article, different from other
scholars’ optimization research of SCN in topology, models
and other aspects, analyzes the impact of real time of SCN
underlying data processing on SCN upper layer in a micro
perspective view (Fig. 5).

From the above diagrams, we can find that there inevitably
exists data processing of underlying data in supply chain. Take
the SCN of the Boeing Company as an example; if one com-
ponent quality has problems, it will have a significant impact
on the safety of aircraft. So how to avoid this risk is the urgent
need for the research. In all aspects of the underlying parts
production, using digital image processing and RFID technol-
ogy to identify the quality of each component in real time, and
establish a quality traceability system, which can immediately
locate the fault link when there has quality problems, is totally
wise. The traditional digital image processing and RFID tech-
nology mainly use large and special computer or embedded
DSP/ARM processor to design. Due to the condition that
using large and special computer or embedded DSP/ARM
processor in the process of data processing has a relatively
low real-time, this paper purposes to design SCN underlying

data device by using FPGA, in order to take advantage in the
aspects of real time of data processing, high equipment inte-
gration, and miniaturization. To test this kind of advantage, a
Kalman filtering algorithm and median filtering algorithm
based on FPGA are designed, and the feasible and valuable
of the proposed method are verified by carried out simulation
experiment and comparative analysis with Matlab and DSP at
last.

4.1 Kalman filtering results comparison based on Matlab,
DSP, and FPGA

According to classical Kalman filter algorithm and square root
Kalman filter algorithm, this paper has carried out filtering
time consuming simulation based on FPGA, Matlab, and
DSP, and eventually made a comparative analysis (Tables 1
and 2).

According to the above experiments, we should notice that
compared to DSP which has the same operating frequency,
FPGA has a far faster computing speed. Because frequency of
computer is 20–30 times than FPGA, its calculating speed is
faster than FPGA, but if they are under the same frequency,
FPGA is definitely faster than Matlab. Moreover, in supply
chain, such as smart handheld test equipment, miniature RFID
detection, a huge computer cannot be used as a processor. So
embedded micro-processors are needed, and in this way,
FPGA is very useful.

The following is needed to validate filtering precision
based on FPGA. Normally, we consider Matlab has high op-
erating precision, Because FPGA also has 64 bit floating point
arithmetic like Matlab, it also has a high precision like Matlab
(Table 3).
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Fig. 4 Data sorting operation
diagram in median filter
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From the above table, we can see that FPGA-based filter’s
output has the same precision with Matlab-based filter with
the increase of iterations.

Next, we should prove the correctness of FPGA-based
Kalman filter calculating results (Fig. 6).

In the above pictures, (a) is ideal waveform and (b) is the
waveform with white noise. Picture (c) is the waveform after
FPGA filtering, the amplitude of curve after filtering has little
attenuation, and this situation perhaps is caused by hardware
circuit, but it did not make a difference on proving real time
and high precision of FPGA-based filter.

4.2 Median filtering results comparison based on Matlab,
DSP, and FPGA

As already mentioned above, median filtering algorithm is
widely used in image filtering. In this section, according to
the bar code of commodity in SCN, we design a filter based on
Matlab, DSP, and FPGA; the aim is also to verify real time and

precision of FPGA-based filter, to illustrate FPGA-based em-
bedded devices designed in SCN have great potential advan-
tages. This paper uses a bar code picture with 130*400 pixels
to do experiment, the time consumed amongMatlab, DSP, and
FPGA shown below (Table 4):

At the same time, median filtering results are as follows
(Fig. 7):

As shown in above pictures, (a) is original picture; (b) is
picture with salt and pepper noise; (c) is picture after fil-
tering by Matlab; (d) is picture after filtering by FPGA; and
(e) is picture after filtering by DSP. We can see that with
the advantage in real time, FPGA also has great filtering
precision, and the filtering results of three methods are
almost the same.

The experiment results show the rapidness of FPGA dy-
namic reconfiguration. And since the reconfiguration does not
interrupt the running of other codes, it is very suitable in the
occasions which have high demand of the real-time function
and continuity of data processing.
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5 Conclusion and future works

In order to research risks reduction in big data, this paper pays
full attention on underlying data processing in SCN. To im-
prove real time of underlying data processing by reducing

potential risks caused by time-delay in SCN, this paper uses
the parallel characteristic of FPGA to design Kalman filter and
median filter. Based on comparisons withMatlab and DSP, the
advantage of FPGA-based designed complex algorithm has
been proved, and also it has confirmed that using this method
to design embedded devices in collecting and preprocessing
underlying data in SCN has great potential advantages.

But the author has to admit that parallel characteristic of
FPGA is fully at the cost of occupying most of the FPGA’s
resource; for an internal region of FPGA, it only can execute a
function, so user’s codes will cost so many regions, for exam-
ple, just one Kalman filter in this paper occupied nearly half of
FPGA chip resource. So there will need more than one FPGA
chip to execute user’s large codes, This method will inevitably
increase the cost, and its hardware architecture will become
bloated and is not completely suitable for the occasions which
have strict limits on volume, such as smart handheld devices,
micro-robotics, and micro RFID equipment. According to this
situation, there are two methods to solve it: using dynamic
reconfiguration function of FPGA or using SoC technology.

The main idea of dynamic reconfiguration of FPGA is time
division multiplexing. Making one internal region of FPGA
can execute more than one function, and the other region is
running normally when this region’s function switches.

With the scale sharp increasing of SCN, there is more and
more data needed to be processed. And there are higher de-
mands of timely and effective processing for these data. Due
to constraints by manufacturing technique and other factors,
the frequency of FPGA cannot unlimitedly increase, even if
using FPGA parallel computing technology. We need to seek
for other ways to solve this problem. On the basis of this
paper, the author is going to do more researches about SoC

Table 1 Classical Kalman filtering time comparison

Dimension Time consumption per iteration (unit: ms)

Matlab FPGA DSP

1 0.27 0.00045 0.019

2 0.32 0.020 0.069

4 0.33 0.21 0.36

9 0.34 0.56 3.17

13 0.35 1.59 8.98

15 0.36 2.39 13.56

20 0.41 5.59 31.26

Matlab is running in a computer, and its configuration is as follows:
Lenovo G460, Intel(R) Core(TM) i3 CPU M380@2.53GHz, 2G memo-
ry, Windows 7 of 32 bits. FPGA is using VHDL language to design
Kalman filter, FPGA’s operating frequency is 100 MHz. DSP is using C
language to designKalman filter, DSP’s operating frequency is 100MHz.
Filter’s dimension is the dimension of state matrix x̂. In this paper, FPGA
is belonging to Xilinx Co. Ltd., and model is XC5VLX50T, and at the
same time, the integrated development software is ISE, version is 14.1;
Matlab’s version is 7.9.0; DSP is belonging to Texas Instruments Co.
Ltd., and model is TMS320F28335, its integrated development software
is CCS, version is 4.1.2.

Table 2 Square root Kalman filtering time comparison

Dimension Time consumption per iteration (unit: ms)

Matlab FPGA DSP

5 0.093 0.076 0.58

8 0.11 0.29 1.95

10 0.14 0.54 3.27

13 0.17 1.16 7.56

15 0.18 1.77 11.36

16 0.19 2.14 13.48

17 0.20 2.56 16.25

18 0.21 2.93 19.16

19 0.27 3.55 22.39

20 0.29 4.13 25.98

Matlab is running in a computer, and its configuration is as follows:
Lenovo Win7 PC, Intel(R) Core(TM) i5 CPU @3.10GHz,4G memory,
Windows 7 of 32 bits. FPGA is using VHDL language to design Kalman
filter, FPGA’s operating frequency is 100 MHz. DSP is using C language
to design Kalman filter, DSP’s operating frequency is 100 MHz. Filter’s
dimension is the dimension of state matrix x̂. In this paper, FPGA is
belonging to Xilinx Co. Ltd., and model is XC5VLX50T, at the same
time, the integrated development software is ISE, version is 14.1;
Matlab’s version is 7.9.0; DSP is belonging to Texas Instruments Co.
Ltd., and model is TMS320F28335, its integrated development software
is CCS, version is 4.1.2.

Table 3 Kalman filtering precision comparison based on FPGA and
Matlab

Iterations Result

Matlab FPGA

1 0.12660175474887 0.12660175474887

10 0.13573508184915 0.13573508184915

100 0.13448977127033 0.13448977127033

200 0.13443986005701 0.13443986005701

300 0.13442560983223 0.13442560983223

500 0.13441493273449 0.13441493273449

800 0.13440918727749 0.13440918727749

1000 0.13440731177792 0.13440731177792

Matlab is running in a computer, and its configuration is as follows:
Lenovo Win7 PC, Intel(R) Core(TM) i5 CPU @3.10GHz,4G memory,
Windows 7 of 32 bits. FPGA is using VHDL language to design Kalman
filter, FPGA’s operating frequency is 100 MHz. In this paper, FPGA is
belonging to Xilinx Co. Ltd., and model is XC5VLX50T, at the same
time, the integrated development software is ISE, version is 14.1;
Matlab’s version is 7.9.0.
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technology. SoC (system on chip) is system-level chip tech-
nology, multiple FPGA and DSP are integrated in one SoC
chip, and it is easy to build multi-core system, so SoC not only
has FPGA’s parallel computing but also have DSP’s advan-
tage in resource consume, and it finds equilibrium point be-
tween real-time and resource consume.

According to potential risks in SCN, this paper starts to find
an appropriate method in micro level; the author notices that
the real time of underlying data processing in network does

not cause enough attention, and the author strongly considers
that time-delay problem will be like a domino quickly threat-
ening the entire network from small network node. So this
paper proposes using parallel characteristic of FPGA to design

Fig. 6 Filtering curve comparison based on FPGA

Table 4 Median filtering time comparison (unit: ms)

Matlab FPGA DSP

5.25 3.88 304.97

Matlab is running in a computer, and its configuration is as follows:
DELLWin7 PC, Intel(R) Core(TM) i7-3537 CPU @2.00GHz,8G mem-
ory, Windows 7 of 64 bits. FPGA is using VHDL language to design
Kalman filter, FPGA’s operating frequency is 100 MHz. DSP is using C
language to designKalman filter, DSP’s operating frequency is 100MHz.
In this paper, FPGA is belonging to Xilinx Co. Ltd., and model is
XC7A100TCSG324-1, at the same time, the integrated development soft-
ware is ISE, version is 14.4; Matlab’s version is 7.9.0; DSP is belonging
to Texas Instruments Co. Ltd., and model is TMS320F28335, its integrat-
ed development software is CCS, version is 4.1.2.

Fig. 7 Median filtering results
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embedded device to process original sensor data in the bottom
of network. The author will continue to search for related
method to solve potential problems in network by using hard-
ware technology.
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