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Abstract During the testing and sorting of LED chips, tradi-
tional methods do not exclude the polycrystalline and frag-
mentary LED chips from the normal chips well. The purpose
of this paper is to propose a new algorithm to solve this prob-
lem. The algorithm consists of three steps. Firstly, present a
simple but efficient image segmentation method to get blobs.
Secondly, analyze the blobs to exclude abnormal blobs and
predict the pose (position and orientation) of the potential
object based on the pose of the minimum enclosing rectangle
(MER) of each remained blob. Finally, according to the pre-
dicted poses, locate the LED chips precisely in the originally
captured image based on gradient orientation features.
Experiments show that the algorithm is not only robust to
illumination variation but also can locate the LED chips and
exclude the polycrystalline and fragmentary chips efficiently.
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1 Introduction

LED is a kind of semiconductor light source component,
regarded as the fourth generation of green lighting source
[1]. Machine vision, as an advanced manufacturing technolo-
gy, is widely used in LED manufacturing equipment.
Inspection and sorting of LED chips are two imperative

procedures in LED manufacturing process. Before LED chip
inspection and sorting, it is inevitable to use machine vision to
scan the LED chips to locate the LED chips precisely [2].
There are some common defects in LED chips, such as poly-
crystalline and fragmentary defects, shown in Fig. 1.
Polycrystalline defect means a chip contains a part of another
chip and is bigger than a normal chip. In addition, if the dis-
tance between two chips is too small, the chips should also be
excluded in case they are polycrystalline. Fragmentary defect
means a chip lacks a part and is smaller than a normal chip.
Polycrystalline and fragmentary chips are mainly caused by
improper cutting. The electrical and optical properties of the
polycrystalline and fragmentary LED chips are very abnor-
mal; therefore, the manufacturers hope that polycrystalline
and fragmentary LED chips are excluded from the normal
chips during the procedures of inspection and sorting of
LED chips. However, the polycrystalline LED chips have
the part of a complete chip and most of the fragmentary
LED chips are similar to a complete chip very much; so the
similarity between the template chip and polycrystalline or
fragmentary chip is relatively high and the traditional algo-
rithms [3–9] are universal template matching methods. They
do not take the size of the object into consideration. So these
methods may not distinguish polycrystalline or fragmentary
chips from the normal chips well, as shown in Fig. 2. In order
to make sure that the LED chips picked to Bins are normal, it
is necessary to develop an algorithm to locate the LED chips
on wafers and exclude the polycrystalline and fragmentary
chips efficiently.

Template matching methods [10–12] are always used to
detect a given object with high speed, high pose accuracy.
There are three main kinds of template matching methods,
namely template matching based on gray value [3], geometric
features [4–7], and gradient orientation features [8–10]. The
first method can get relatively high pose accuracy when the
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image edges are fuzzy, but this method requires high illumi-
nation stability and uniformity. Template matching based on
geometric features is very efficient, but it requires clear image
edges and it is easily disturbed by image noise. Template
matching based on gradient orientation features is robust to
illumination variation and nonuniformity and can obtain high
accuracy even when image edges are not clear. Therefore, it is
more suitable to use gradient orientation features to locate
LED chips precisely in the last step of the proposed algorithm.

Reference [13] proposed a new algorithm for object detec-
tion. Before object detection, Alwin Anbu et al. firstly made
use of the motion information to obtain regions of interest in
video surveillance and then used the segmentation methods to
get the regions of interest further, which reduced the detection
area greatly. In addition, references [14, 15] presented the
similar ideas that, before object detection or matching, image
segmentation, blob features, and some other feature analyza-
tion can be used to obtain the potential regions, called regions
of interest, which would reduce computation complexity
greatly. In this paper, image segmentation and blob analyza-
tion are used to exclude abnormal blobs which may represent
the defective chips and to predict the poses of the chips based
on the poses of the MERs of the remained blobs, before the
LED chips on wafers are located precisely.

2 Proposed algorithm

Figure 3 shows the overview of the proposed algorithm.

2.1 Image segmentation

LED chips are often produced on blue membrane. When a
wafer is under suitable coaxial light source and ring light
source, LED chips are brighter than background, as shown
in Fig. 5a, b. So it can use the difference to segment the input
image to get blobs. Image segmentation is the first step of the
proposed algorithm, and the quality of image segmentation
determines the effectiveness of the algorithm. The difficulty
in image segmentation is how to choose the threshold, espe-
cially when the illumination is nonuniform and varies. The
widespread approaches for image segmentation are Otsu
method, histogram-based methods, edge-based methods,
model-based methods, and watershed methods. Especially
the Otsu method [16], almost the most popular algorithm for
image segmentation can compute the threshold for image seg-
mentation automatically and is used well in many occasions.
But if the foreground is just a small part, compared to the
background, it would not segment the image well, just like
histogram-based methods. For example, when there is only a

(a) (b) (c)

Fig. 1 A normal chip and typical
defective chips. a Normal chip, b
polycrystalline chip, c
fragmentary chip. The red
rectangles in b and c denote the
normal size of the chip

a

b

Fig. 2 A result of LED chips location of traditional template matching
algorithms. Green frame denotes the led chip is located. a Fragmentary
chip, b polycrystalline chip

Fig. 3 Overview of the proposed algorithm. aOff-line process, b on-line
process
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chip in an image, Otsu method would not segment the image
well, as shown in Fig. 4. In addition, edge-based methods and
model-based methods are time-consuming and need prior
knowledge of the objects. These methods need relatively com-
plex models. There are many kinds of LED chips and different
chips need different models. Watershed methods are likely to
cause over-segmentation. Therefore, these popular methods
may not be suitable for LED.

Because the gray value of the chip is larger than that of the
background, even though the differences between the chip and
background are not invariant, Eq. (1) can still be used to en-
hance the contrast between the chip and the background near
the chip as much as possible.

s i; jð Þ ¼ p i; jð Þ−p i; jð Þ
h i

� C þ p i; jð Þ ð1Þ

p(i, j) is the pixel gray value. p i; jð Þ is the mean pixel gray
value, and the mask size is K×K. C is a constant. s(i, j) is the
result. Because p of the LED chips is larger than that of the
background, Eq. (1) makes p of the LED chips larger and p of
the background near the LED chips smaller. However, p of
electrodes and gold threads in the LED chip is at least 230;
Eq. (1) may cause p, of the regions near the electrodes and
gold threads, to become smaller. So the paper makes p, which
is larger than 230, equal to p of the regions near the electrodes
and gold threads, which can be easily determined during the
off-line models creating process. The effect is shown in
Fig. 5c, d; Eq. (1) apparently enhances the contrast between
the background near the LED chips and the foreground. The
most time-consuming part is to compute p i; jð Þ, but it can
reduce computation complexity to compute p i; jð Þ based
on p i� 1; jð Þ or p i; j� 1ð Þ. Therefore, when the size of
the image is M×N, the computation complexity of
Eq. (1) is about O((2K+3)×M×N).

After image preprocessing through Eq. (1), it is easy to
select a threshold Th for Eq. (2) to get blobs. Then use some
basically morphological operations like open operations and
region fill-up operations to debur and fill some hollow re-
gions. The computation complexity of Eq. (2) and the

basically morphological operations is very low. The effect of
image segmentation is shown in Fig. 5e, f.

b i; jð Þ ¼ 1 if s i; jð Þ≥Th

0 if s i; jð Þ < Th

�
ð2Þ

2.2 Blob analyzation and object pose prediction

This process is to analyze the blobs obtained above, exclude
the abnormal blobs, and get the poses of the MERs of the
normal blobs to predict the poses of the objects. There is also
a widespread method using the rectangularity of the blob to
exclude the abnormal blob which may represent the fragmen-
tary chip or polycrystalline chip. Although rectangularity can
be used to detect many fragmentary and polycrystalline chips,
the rectangularity of some fragmentary and polycrystalline
chips is still high. As is shown in Fig. 6, it is easy to know
that (a) and (b) are fragmentary or polycrystalline chips
through rectangularity. However, the rectangularity of (c)
and (d) is high and rectangularity is not suitable to be used
to exclude these chips, whereas it is easy to know these chips
are fragmentary or polycrystalline chips based on the width
and length of the blobs’ MERs. Another advantage of the
second step of the proposed algorithm is that the poses of
the blobs’MERs can be used to predict the poses of potential
chips.

Bk ¼ αk ; lk ;wk ;Pk ; θkf g ð3Þ

Each blob Bk is represented by its area αk, MER’s length lk,
width wk (wk≤lk), central position Pk, and orientation θk (−π/2
<θ≤π/2), as shown in Eq. (3). Here, orientation θk is the angle
between the short edge (long edge) of MER and the horizontal
direction, as Fig. 7 shows. But if lk is equal to wk, the angle,
whose absolute value is smaller, is chosen as the orientation
θk. The method to compute the MER of a blob is shown in the
Appendix.

BT ¼ αT ; lT ;wT ;PT ; θTf g ð4Þ

(a) (b) (c)

Fig. 4 a Original image, and there is only a chip in the image. b Segmentation result of Otsu method. c Segmentation result of the first step of the
proposed algorithm
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During the off-line process, when a template image is
obtained, image segmentation method and blob analyza-
tion are also used to get the template’s blob BT in
Eq. (4). During the on-line process, comparing each blob
Bi obtained after the segmentation of an input image to
the BT, it is easy to select the normal blobs and exclude
the abnormal blobs. δ, ε, and ζ are three thresholds to

decide whether blob Bi is normal and they are set by the
user, as the flow shown in Fig. 8. As Fig. 5g, h show,
the abnormal blobs are all excluded and the remained
blobs are the normal blobs. As Fig. 5i, j show, the red
frames are MERs of normal blobs. Obviously, the central
position Pi of the MER is close to the central position of
its corresponding object.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)
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(j) (k) (l)

Fig. 5 Results of different processes. a, b Originally captured images. c,
d Images after processing through Eq. (1). e, f Results of image
segmentation. g, h Results after blob analyzation to select the normal
blobs and exclude the abnormal blobs. i, j MERs (red frames) of

normal blobs in the originally captured images. k, l NCC of every
potential region around the center of MER. 1,2,3,4,5,6,7 in k
correspond to the regions around the central positions of 1,2,3,4,5,6,7 in
i. 8 in l corresponds to the regions around the central position of 8 in j
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So the paper uses Pi to predict the object’s position. The
orientation θi of the MER is close to the real angle of the
object. However, the angle obtained through template
matching is relative to the angle of template image. So the
paper uses Δθ=θi−θT to predict the angle of the object. This
process presents low computation complexity and reduces the
area for object detection in the next process greatly.

2.3 Localization based on gradient orientation

This process here is used to discriminate object and determine
the pose of the object precisely, around the position Pk and
orientation θk of each remained blob’s MER. The gradient
orientation angleΘ (0≤Θ<2π) of every pixel can be comput-
ed through the ratio ofGx andGy, which denote horizontal and
vertical gradient magnitude respectively and can be obtained
through some differential operators like Sobel Operator. Then,

encode the gradient orientation angle through Eq. (5). c(і, j) is
the code of pixel, and ΔΘ can be determined by the grades
Num through Eq. (6).

c i; jð Þ ¼ Θ i; jð Þ
ΔΘ

� �
ð5Þ

where [•] is the Gaussian operation.

ΔΘ ¼ 2π
Num

ð6Þ

During the off-line process, it is to extract gradient orien-
tation features to create models. As shown in Fig. 9a, a LED
chip mainly consists of luminous zone, electrodes, and gold
threads. In order to improve the accuracy of localization and
reduce the computation complexity, the gradient orientation
features of the pixels on the edges between the chip and back-
ground, on the edges between electrodes and luminous zone,
and on the edges between gold threads and luminous zone are
chosen for matching. It is easy to choose a threshold Tm for
gradient magnitude G in Eq. (7) to get those gradient orienta-
tion features, as shown in Fig. 9b. In fact, the angles of LED
chips on wafers are always within ±15° and the angle discrim-
ination accuracy is 0.5°. So the paper creates models every
0.25° from −15° to 15° based on template image.

G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gx

2 þ Gy
2

q
ð7Þ

(a) (b)

(c) (d)

Fig. 6 a–d Four fragmentary or polycrystalline chips. The rectangularity
of a–d is 0.77, 0.67, 0.95, and 0.98, respectively

blob

horizontal direction

wk
θk

lk Pk

MER of a blob Bk
(the red frame)

Fig. 7 MER of a blob Bk and its parameters

Yes

No

Yes

No

blob Bi

compute the MER of Bi
and its li , wi , Pi , θi .

Bi is normalBi is abnormal

(1− δ)αT ≤ αi ≤ (1+δ)αT

(1− ε)lT ≤ li ≤ (1+ε)lT

(1− ζ)wT ≤ wi ≤ (1+ζ)wT

Yes

No

Fig. 8 Flow of blob analyzation to select normal blobs and exclude
abnormal blobs
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On-line process is to locate the objects precisely, and it
consists of two steps: matching at pixel accuracy level and
matching at subpixel accuracy level. Normalized cross corre-
lation (NCC) [17] in Eq. (8) is a classic similarity measure.

NCC i; jð Þ ¼ 1

n

X
u;vð Þ∈T

t u; vð Þ−mtffiffiffiffiffiffi
st2

p •
C iþ u; jþ vð Þ−mI i; jð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sI 2 i; jð Þp
ð8Þ

mt ¼ 1

n

X
u;vð Þ∈T

t u; vð Þ ð9Þ

mI ¼ 1

n

X
u;vð Þ∈T

C iþ u; jþ vð Þ ð10Þ

s2t ¼
1

n

X
u;vð Þ∈T

t u; vð Þ−mtð Þ2 ð11Þ

s2I ¼
1

n

X
u;vð Þ∈T

C iþ u; jþ vð Þ−mI i; jð Þð Þ2 ð12Þ

Here, t(μ, ν) is the selected pixel’s code of the template. mt

is the mean value and s2t is the variance. C(і+μ, j+ν) is the
corresponding pixel’s code of the input image at a shifted
position of the template region. mI is the mean value and s2I
is the variance. The bigger the absolute value of NCC is, the
more similar the template is to the detected region in the input
image. Firstly, according to the poses of the remained blobs’
MERs, use NCC to locate the LED chips at pixel accuracy
level. Then, according to the poses at pixel accuracy level, locate
the LED chips at subpixel accuracy level based on the demand
of accuracy. Figure 5k, l shows the NCC of every potential
region around the central position of the blob’s MER. Because
the paper only chooses the gradient orientation codes of some
certain pixels to match the potential chips in some certain re-
gions, the computation complexity of this process is low.

3 Experiment

This section is to verify the proposed algorithm from the fol-
lowing perspectives.

& Whether it is robust to illumination variation to a certain
degree.

& How are the effect and efficiency of the algorithm?

The algorithm is tested in a computer with an Intel Core
E6500 CPU of 2.94 GHz and RAM of 4 GB. Parameters are
set for the paper: C=5. K=15 for p in Eq. (1). p=170 if
p>230 in image segmentation process. Th=90 for image seg-
mentation in Eq. (2). δ=0.15. ε, ζ=0.1. Tm=27 for choosing
the gradient orientation features of the pixels on the edges
during the model creating process. The threshold for NCC
during on-line process is 0.65.

The size of input image is 640×480.

3.1 Test whether the proposed algorithm is robust
to illumination variation to a certain degree

In Fig. 11, panels a and g are two captured images under a
normal illumination condition. Panels b and h in Fig. 11 are
obviously darker while panels c and i (Fig. 11) are obviously
brighter. Figure 10a is the template image for locating the
LED chips in Fig. 11a–c. Figure 10b is the template image
for locating the LED chips in Fig. 11g–i. The results of local-
ization show that even if the illumination varies to a certain
degree, only the normal chips are located and polycrystalline,
fragmentary chips are excluded.

Because even if the illumination varies to a certain degree,
p of the pixels of the chips is still larger than that of the pixels
of the background, Eq. (1) can still enhance the contrast

luminous zone

electrode

gold thread

feature

points

(a) (b)

Fig. 9 LED chips. aComponents
of a chip. b Template for
matching Fig. 5a and b. Gradient
orientation features of the red
points, which denote the pixels on
the edges, are chosen for
matching. Tm=27

(a) (b)

Fig. 10 Template images. a Template for Fig. 11a–c. b Template for
Fig. 11g–i. Gradient orientation features of the red points, which
denote the pixels on the edges, are chosen for matching
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between the chips and background near the chips. Then the
image segmentation and blob analyzation will not be affected.
Plus, gradient orientation codes are almost invariant to illumi-
nation variation. Therefore, it is shown that the proposed al-
gorithm is robust to illumination variation to a certain degree.

3.2 Test the effect and efficiency of the proposed algorithm

Here, the paper compares the proposed algorithm to the re-
cently published template matching algorithm [10] based on
gradient orientation features to test the effect and efficiency of

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 11 Results of matching of images under different illumination
conditions and the gray histograms of these images. a, g Images
captured under normal illumination condition, d, j gray histograms.
Panels b and h are darker and e and k are their gray histograms. Panels

c and i are brighter and f and l are their gray histograms. The green frames
denote the corresponding chips were located. The green crosses in the
center of the green frames denote the central positions of chips obtained
from NCC localization
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the algorithm. Two indices are used to evaluate the effect of
the proposed method, misjudgment rate β, and leakage rate γ.

Misjudgment means failing to exclude the polycrystalline
and fragmentary chips. Leakagemeans detecting normal chips
as defective chips. Here, the paper divides the number of
defective chips of misjudgment by the total number of
defective chips to obtain misjudgment rate β, and it
divides the number of normal chips of leakage by the
total number of normal chips to obtain leakage rate γ.
For each of the two indices, the smaller the value is, the
better the algorithm is. Additionally, efficiency is an
important factor for the proposed algorithm.

Five experiments were conducted on lots of LED chips
provided by a local manufacturing company. Table 1 suggests
that the template matching algorithm [10] based on gradient
orientation is almost unable to exclude the defective chips.
The misjudgment rate is at least 72.79 %. However, the pro-
posed algorithm locates the normal chips quite well, with a
leakage rate about 0.0 %, and it excludes most of the defective
chips, with a misjudgment rate less than 2.7 %. Now, there is
no unified standard for the leakage rate among LED manufac-
turers. A leakage rate less than 0.2 % is good and a leakage
rate about 0.5 % can be accepted by the manufacturers. The
leakage rate of the proposed algorithm is affected by the
threshold for NCC. The larger the threshold for NCC, the
higher the leakage rate of the proposed algorithm is. In fact,
in a normal wafer, the possibility of appearing polycrystalline
or fragmentary chips is less than 2 %. Therefore, if the pro-
posed algorithm is used, the possibility of locating the
polycrystalline or fragmentary chips is less than

2%� 3% ¼ 6� 10�4, which can satisfy the requirements
about 0.1 % of the LED manufacturers. The misjudgment of
the proposed algorithm is determined by the parameters ε and
ζ, and we often set them to be 0.1. They can also be set by the
users based on different kinds of LED chips. Additionally, the
efficiency of the proposed algorithm is very high. The average
time is about 0.90 ms for locating every chip on wafers which

is much less than the time 2.10 ms of template matching al-
gorithm [10] based on gradient orientation.

4 Conclusion

The paper proposes an algorithm which locates the LED chips
on wafers and excludes the polycrystalline and fragmentary
chips efficiently. The algorithm has three highlights: one is
that it uses a simple but efficient method to enhance the con-
trast between the LED chips and the background near the
chips. One is that it uses blob analyzation to exclude the ab-
normal blobs which may represent the polycrystalline and
fragmentary chips. The last is that it uses poses of the MERs
of normal blobs to predict the poses of potential chips, which
reduce the area for object detection greatly. The experiments
demonstrate that the algorithm is robust to illumination varia-
tion to a certain degree. The effect, with a low misjudgment
rate and leakage rate, is very good, and the efficiency is very
high. In addition, the algorithm can also be applied to locate
other kinds of chips if the pixel gray value of the chips is larger
than that of the background.
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Appendix

The section shows the method to compute the MER of the
blob. The angles of the chips on wafers are almost within
±15°, so Φ is within ±15°. We make Φ from −15° to 15° one
by one. At each Φ, shown in Fig. 12, it is easy to find the
points A and C, which represent the top and bottom points of
the blob in orientation R. Similarly, it is easy to find points B

Table 1 Result of the five experiments on lots of led chips

ID Normal
chips 1

Defective
chips 1

Proposed algorithm Template matching algorithm based on gradient orientation

Normal chips 2 γ1 (%) Defective chips 2 β1 (%) t1 (ms) Normal chips 3 γ2 (%) Defective chips 3 β2 (%) t2 (ms)

1 406 39 406 0.0 1 2.6 0.90 406 0.0 32 82.05 2.10

2 622 57 622 0.0 0 0 0.90 622 0.0 50 87.72 2.11

3 923 98 923 0.0 2 2.0 0.90 922 0.108 91 92.86 2.10

4 1130 125 1129 0.088 2 1.6 0.89 1130 0.0 111 88.8 2.09

5 1507 147 1507 0.0 4 2.7 0.90 1507 0.0 107 72.79 2.09

Normal chips 1 represent the total number of normal chips. Defective chips 1 represents the total number of polycrystalline and fragmentary chips
provided for the experiment. Normal chips 2 and normal chips 3 represent the total number of normal chips located by the proposed algorithm and
template matching algorithm [10] based on gradient orientation, respectively. Defective chips 2 and defective chips 3 represent the total number of
polycrystalline and fragmentary chips located by both algorithms, respectively. t1 and t2 are the average time both algorithms take to locate every chip
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and D in orientation L (L⊥R). Through A, B, C, and D, we can
find a rectangle A1 B1 C1 D1. After Φ from −15° to 15° one by
one, we can get 31 rectangles A1 B1 C1 D1. Among all the
rectangles A1 B1 C1 D1, the one which has the smallest area is

the MER. Figure 12b is the MER. It is easy to conclude that
the computation complexity of this process to get MER is low.
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