
ORIGINAL ARTICLE

Enhancing fidelity of virtual assembly by considering
human factors

Wei Gao1 & Xiao-Dong Shao1 & Huan-Ling Liu1

Received: 18 February 2015 /Accepted: 19 July 2015 /Published online: 1 August 2015
# Springer-Verlag London 2015

Abstract Virtual assembly (VA) provides a crucial opportunity
to enhance product design and manufacturing efficiencies, but it
still has no generic method to enable realistic behaviors during
the assembly process. The real assembly process is strongly
affected by the human factors and leaving the human aspect
out of the assembly planning could result in incorrect or ineffi-
cient operations; however, this point is seriously neglected in the
existing VA systems. This article simulates the human factors
involved in the assembly process and analyzes the influence of
the human factors on assembly performance on the basis of our
previously presented physics-based assembly method, in
which the assembling part is guided by the assembly force
and the physics of the interaction is simulated. Assembly op-
erations are simulated in a virtual environment, and the human
factors including the visibility of an assembling part, posture,
reachability, and fatigue of an operator are quantified. The
new calculation methods of the estimated final position and
the assembly force are presented to perform a more realistic
assembly operation. This algorithm has been applied to
a self-developed desktop virtual assembly prototype system.
An example is illustrated, and the results show that this
assembly method taking the human factors into account
provides a realistic simulation of the assembly operations in
virtual space and realizes a high consistence between virtual
and real assembly process.

Keywords Virtual assembly . Assembly force . Human
factors . Physics-based assembly

1 Introduction

Virtual assembly (VA) offers users an opportunity to assemble
virtual representations of physical models through simulating
realistic environment behavior and to validate assembly per-
formance of products very early in the product development
process. A well-designed assembly process can improve pro-
duction efficiency and product quality, reduce cost, and short-
en product’s time to market. In manual assembly tasks, human
involvement is very critical as it influences the feasibility, the
cycle time, the working comfort, and safety of an operation.
Nevertheless, building of physical prototypes increases devel-
opment cycle time and cost. Thus, there has been a strong
need for integrating human factors in the design and verifica-
tion of industrial processes using simulation techniques [1]

To assist the user in performing an assembly task, some
researchers have considered that the assembly process can
be decomposed into two stages. Vance [2] divided the assem-
bly task into a free movement phase and a fine positioning
phase, and using independent techniques to implement each
phase. Tching [3] decomposed a task into a guiding stepwhich
use geometries as virtual fixtures to position objects, and a
functional step that use kinematic constraints to perform the
assembly task while deactivating locally the collisions be-
tween objects.

We build upon previous work to propose the following
classification of the assembly process: early assembly and
later assembly. In the early assembly stage (see Fig. 1), the
assembling part is driven by the user through the interactive
device (such as virtual hand) to move from its initial position
to the position that is close to the target position and collides
with the base part. The main objective of early assembly is to
ensure that the moving part does not collide with any other
parts in virtual space. The technologies in this aspect have
matured and have been utilized widely in engineering practice
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[4]. In the later assembly stage, the assembling part is accu-
rately positioned from the last position in the early assembly
stage to the target position (see Fig. 1).

The assembly methods in later assembly stage have been
studied for several decades and a vast amount of valuable
achievements have been obtained. Generally, these methods
can be categorized as either constraint-based modeling or
physics-based modeling. Constraint-based methods use
inter-part geometric constraints (typically predefined and
imported) to determine relationships between components of
an assembly [5]. Once constraints are defined and applied, a
geometric constraint solver calculates the new and reduced
degrees of freedom to enable precise relative positioning of
parts, thus simplifying assembly, which do not take into ac-
count any physical interaction (part contacts, acceleration, col-
liding and gravitational forces, etc.) while simulating assem-
bly. The key techniques of these methods are assembly rela-
tionship recognition, assembly constraint solution, and
constrained motion under free and constrained spaces [6, 7].
Although constraint-based methods can rapidly and accurate-
ly position the assembly part in a virtual environment (VE),
the complexity of geometric constraint recognition algorithms
increases sharply with the growth of assembly complexity and
the assembly process can not be simulated realistically.

Due to the problems related to constraint-based modeling,
several approaches using physics-based modeling for virtual
assembly have been proposed [8–10]. The physics-based
modeling approach relies on simulating physical constraints
for assembling parts in a virtual scene, which can significantly
enhance the user’s sense of immersion and interactivity.
Physics-based algorithms simulate forces acting on parts in
order to model realistic behavior and facilitate realistic inter-
action and dynamic response for assembly tasks. Such algo-
rithms solve dynamic equations of the parts at each time step,
based on their physical properties and the forces and torques
that act upon them.

Based on these two categories of assembly methods, Seth
[11, 12] proposed a method to demonstrate a combination of
physics- and constraint-based behavior for virtual assembly,
which takes advantage of physics-based methods to simulate
dynamic behavior of colliding parts and geometric constraint
modeling to support precise part manipulation. The challenge
in this approach is that physics-based methods should be able
to take into account the presence of a geometric constraint and
the “hybrid solver” should be able to calculate part trajectories
in such a way that both physical and geometric constraints are
satisfied at any given point of time.

In general, while constraint-based approaches provide ca-
pabilities for precise part positioning in virtual environments,
physics-based approaches, on the other hand, enable virtual
mockups to behave as their physical counterparts. However,
the existing assembly methods are unable to automatically
guide the part to the final position and take into account the
influence of human factors on assembly tasks. Holt et al. [13]
propose that a key part of the planning process is the inclusion
of the human expert in the planning and leaving the human
aspect out of the assembly planning could result in incorrect or
inefficient operations.

In our previous work, we reported on a method for assem-
bly path planning based on force guidance in the later assem-
bly stage, which can be used in the early design phase to
validate an assembly process in simulating assembly condi-
tions [14]. The main idea of the previously proposed assembly
planning method is to use physics-based assembly methods to
simulate the real assembly process and useMonte Carlo meth-
od to simulate the action of the human.

However, our previously proposed method can not quanti-
fy the human factors by theoretical calculation. The evaluation
values of human factors are manually set by the user; thus, the
evaluation results are sometimes inconsistent with the real
world, which results in an inaccurate assembly process simu-
lation and a low assembly efficiency. In order to quantify the
human factors in real time and enhance the fidelity of assem-
bly simulation, on the basis of our previous research, this
article investigates the affects of the human factors on assem-
bly performance and provides the quantitative calculation
methods of the human factors including the visibility of an
assembling part, posture, reachability, and fatigue of an oper-
ator. Furthermore, a new calculation method of the assembly
force is presented to perform a more realistic assembly oper-
ation. The assembly force is calculated automatically accord-
ing to the relative positions of the assembling part and the base
part in real time. The assembling part is guided and positioned
under the action of external forces. Thus, it does not need any
haptic interactive devices during the assembly simulation pro-
cess, which avoid the fuzziness and uncertainties of the input
of devices [12].

The rest of the paper is organized as follows. In Section 2,
some related researches on the assembly methods are
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Fig. 1 Two stages of virtual assembly
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reviewed. Section 3 gives a basic idea of our previously pre-
sented assembly method and the quantitative calculation
methods of human factors and assembly force. A test case of
VA in a self-developed virtual assembly prototype system is
presented in Section 4. A series of real-world experiments
were carried out in Section 5 to test and verify the performance
and capabilities of the proposed methods. Finally, Section 6
presents the conclusions of this work and defines the direction
of future work.

2 Related work

The related work is divided into two sections: constraint-based
assembly methods and physics-based assembly methods.
Constraint-based methods apply constraints at the place of
the assembly, which force objects to move along predefined
paths. Physics-based methods use Newtonian physics to de-
scribe the motion of parts and simulate real-world physical
properties, friction, and contact forces to parts in a virtual
environment.

2.1 Constraint-based assembly methods

Jayaram and co-workers [15, 16] developed a representative
VA system, Virtual Assembly Design Environment (VADE),
which uses Pro/Toolkit to import assembly data (transforma-
tion matrices, geometric constraints, assembly hierarchy, etc.)
from CAD to perform assembly operations in a virtual envi-
ronment. Predefined geometric constraints are activated to
simulate constrained motion when parts approach mutual
proximity. Parts are then snapped to their final position to
complete the assembly task. Similar research has been con-
ducted by Wan et al. [17] in creating a Multi-Modal
Immersive Virtual Assembly System (MIVAS). MIVAS used
constraints for simulating part behavior in a virtual environ-
ment and used Pro/Toolkit for importing CAD geometry and
predefined geometric constraints from Pro/Engineer CAD
software.

Tching et al. [3, 5] proposed a method that uses both kine-
matic constraints and virtual guiding fixtures to help the user
to perform the assembly of CAD objects, which allow the
direct use of CAD data in the virtual environment by intro-
ducing the concept of virtual constraint guidance (VCG). The
VCG method relies on virtual fixtures to guide the moving
object to a specific position. VCG assists the user in precisely
positioning the CADmodel into the assembly. Marcelino et al.
[18] developed a geometric constraint manager to support
interactive assembly and maintenance tasks training using vir-
tual prototypes. The constraint manager was capable of vali-
dating existing constraints, determining broken constraints,
enforcing existing constraints, solving constrained motion,
and recognizing new constraints

A CAD-linked virtual assembly environment was devel-
oped by Wang et al. [19], which utilized constraint-based
modeling for assembly. With this framework, assembly con-
straint information can be feasibly integrated into the virtual
assembly application with much less effort. Zhong et al. [20]
incorporated constraints into the VE for acquiring precise
constraint-based manipulations and derive allowable motions
represented as a mathematical matrix from constraints.

Yang et al. [7] used constraint-based modeling for assem-
bly path planning and analysis. Assembly tree, geometric data
of parts, and predefined constraint elements could be imported
from parametric CAD systems using a special data converter.
Real time and interactively constraint recognition, confirma-
tion, and motion navigation according to the assembly con-
straints, assembly levels, position, and orientation of parts in
virtual space were performed to position parts accurately by
satisfying all of the constraints. These capabilities were ap-
plied to the integrated virtual assembly environment (IVAE)
system.

Zhang et al. [21] studied movement navigation based on
geometry constraint recognition. With constraint-based DOF
analysis, the assembly constraint hierarchical model is con-
structed and the system’s constraints are built dynamically.
The accurate locating of parts can be realized, and the realistic
assembly operation process can be simulated. All objects in
the VE can be located reasonably by movement navigation of
constraints. Wang et al. [22] presented an enhanced
constrained motion methodology to simulate multiple con-
straints used in assembly operations by considering three spe-
cial cases, based on an analysis of axial and planar constraints
used in assembly designs.

In 2007, Liu and Tan et al. [6] explored and develops a
constrained behavior manager (CBM) for interactive assem-
bly in a VE. CBM takes charge of assembly relationship rec-
ognition, assembly constrain solution, and constrained motion
during the VA process. The key techniques employed in the
constraint manager are direct interaction, automatic constraint
recognition, constrain satisfaction, and constrained motion.

2.2 Physics-based assembly methods

Gupta and co-workers [23] made an early attempt at
implementing physics-based modeling for simulating assem-
bly behavior and developed a desktop-based system called
Virtual Environment for Design for Assembly (VEDA), but
this system is limited to 2D models. Coutee et al. [24, 25]
utilized a similar approach relying on collision detection and
physics computations for assembly to create a desktop-based
virtual assembly system called Haptic Integrated Dis/Re-
assembly Analysis (HIDRA). This system had problems han-
dling non-convex CAD geometry, and thus, is only suitable
for simulating assembly operations among simple primitive-
based models. Fröhlich et al. [8] developed an interactive VA
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system using physics-based modeling. The system used a re-
sponsive workbench for simulating bench assembly scenarios.

In 2007, Garbaya and Zaldivar-Colado [26] created a
physics-based virtual assembly environment focusing on me-
chanical part assembly to address the problem of part-to-part
contacts during the mating phase of an assembly operation.
Contact force sensations were calculated by making their in-
tensity dependent on the depth of penetration. In 2009,
Garbaya and Zaldivar-Colado [27] focused on modeling the
dynamic behavior of mechanical parts during the execution of
virtual assembly operation. The concept of spring-damper
model was adopted to preclude the interpenetration of parts
during the mating phase, and the concept of “visual dynamic
behavior” representing the manipulation of real parts was
developed.

Kim andVance [28] investigated several collision detection
and part behavior algorithms to support the physics-based
modeling of virtual manual assembly tasks. Wang et al. [29]
discussed the benefits and limitations of physically based
modeling in virtual environments. The mass properties of
the assembly models are extracted from the CAD system
while the design models are transferred from the CAD system
to the virtual assembly environment. They discovered that
certain presentations of gravitational acceleration needs to be
scaled down to achieve maximum realistic feeling in the fully
immersed virtual environment.

Lim [30] investigated assembly performance in the virtual
environment using physics-based interactions. A kinematic
evaluation of task performance for peg-in-hole manipulation
based on geometric and force conditions is studied. Howard
et al. [31] investigated the feasibility of an affordable haptic
desktop system for evaluating assembly operations. This ap-
plication combines several software packages including VR
Juggler, OPAL/ODE, OpenHaptics™, and OpenGL/GLM to
explore the benefits and limitations of combining physically
based modeling with haptic force feedback.

In 2006, Seth et al. [32] developed a low-cost VR applica-
tion that can provide dual-handed force feedback and realistic
simulation of part behavior among complex CAD models
while performing assembly tasks in virtual environments.
This application, called System for Haptic Assembly and
Realistic Prototyping (SHARP), used physically basedmodel-
ing for simulating realistic part-to-part and hand-to-part inter-
actions in virtual environments and allowed users to simulta-
neously manipulate and orient CAD models to simulate dual-
handed assembly operations. In SHARP, realistic object be-
havior modeling is implemented using the Voxmap Point
Shell (VPS) [33] software from Boeing Corporation. Using
VR Juggler [34] as an application platform, the system could
operate on different VR systems configurations including
low-cost desktop configurations.

In 2010, Seth et al. [11, 12] attempted to demonstrate a
combination of physics-based and constraint-based behavior

for virtual assembly where both physical and geometric con-
straints are created and deleted at run time. A solution to low
clearance assembly was provided by utilizing B-Rep data rep-
resentation of CAD models for accurate collision/physics re-
sults. These techniques are demonstrated in the SHARP soft-
ware. Combining physics- and constraint-based techniques
and operating on accurate B-rep data, SHARP can assemble
parts with 0.001 % clearance and can detect collisions with an
accuracy of 0.0001 mm.

3 Methodology

In this section, at first, our previously presented assembly
method based on force guidance is reviewed. Then, the human
factors are classified and each influencing factor is quantita-
tively calculated. Finally, the new calculation methods of the
estimated final position and the assembly force are proposed
to enhance the fidelity of the assembly operations.

3.1 Assembly method based on force guidance

The basic idea of our previously proposed assembly method is
shown in Fig. 2. At first, the later assembly process is divided
into multiple simulation steps. At step i, the external forces
and moments exerted on the assembling part are calculated.
The assembly force and assembly torque, applied by the user,
are simulated by considering human factors. Once a collision
is detected, the contact force is calculated. Then, the dynamic
equations of the position, attitude, external forces, and mo-
ments are established automatically. The manipulated part is
dynamic in nature, and its motion is subject to physics laws,
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Fig. 2 The basic idea of assembly method based on force guidance
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more specifically, rigid body dynamics. That is, given the
dynamic state of a part at step i, its motion must satisfy
Newton-Euler equations (see [14]). Finally, we will find the
solution of the equations to obtain the part’s acceleration and
angular acceleration and substituting them into the kinematics
equations to calculate the displacement, rotation angle, and
pose transformation matrix of the assembling part from step
i to i+1, and then the position and attitude of the assembling
part at step i+1 are calculated. If the distance between the
part’s position at step i+1 (denoted by Ti+1) and final position
(denoted by Tt) is less than the threshold (denoted by dth), the
assembly is completed. Otherwise, i=i+1 and the above steps
are executed again.

With this method, the system automatically performs the
following tasks at each simulation moment: (a) calculate the
external forces and torques that act upon the assembling part,
(b) solve the dynamic equations to obtain the motion param-
eters, and (c) find the position and attitude of the part at the
next moment. Thus, it is a quite automatic assembly path
planning method.

3.2 Human factors

In this section, we discuss the human factors involved in the
assembly process, including the visual factor, the comfort fac-
tor, and the fatigue factor, and how to quantify these factors for
each assembly operation.

3.2.1 Visual factor

The real-world assembly tasks have already shown that view-
ing perspective causes uncertainties during the assembly pro-
cess and affects the task completion time and the difficulty of
assembly operations [35]. In our method, the visual factor
refers to the factor that has impacts on the positioning of the
assembling part and the act of external forces, due to visibility
of the assembly operation and eye sight direction of assembly
operator.

We refer to the method presented by Enomoto et al. [36] to
estimate the visibility of the assembly operation. V is defined
as the estimation of the visibility of the assembly operation
which is calculated as follows:

V ¼ Va

Vb
Vb≠0ð Þ ð1Þ

Where, Va is the number of pixels of the visible parts of the
assembling part. Vb is the number of pixels of the assembling
part. WhenVa is calculated, all previously assembled parts and
the assembling part are displayed in the assembly model.
When Vb is calculated, only the assembling part is displayed
and other parts are hidden. From Eq. (1), if there is no obstacle
part to hide the assembling part, visibility estimation is 1. If

the assembling part is completely hidden by preassembled
parts, visibility estimation is 0.

The eye sight direction is defined as the vector directing
from eyes of an operator to the assembling part. The estima-
tion of eye sight direction is determined by the angle between
eye sight direction of the operator and the motion vector of the
assembling part (denoted byAng, 0≤Ang≤180). It is assumed
that Ang in the range from 30 to 45 ° is most preferable
(estimation is 1) and the estimation decreases over 45 ° [36].
The estimation of a eye sight direction is denoted by f, which
is derived by the function shown in Fig. 3. Then, the vision
influencing coefficient η in our previous research [14], which
represents the influence of the visual factor on assembly op-
eration, is derived as follows:

η ¼ 1−V f ð2Þ

From Eq. (2), it can be seen that η is not independent from
the visibility estimationV. This is because the evaluation of the
eye sight direction would be useless if the assembly area is
completely invisible.

3.2.2 Comfort factor

The comfort factor is defined as the factor that is related to
working comfort and affects the manipulation of parts during
the assembly process. It is determined by the posture of human
and effort required for orientating and positioning the assem-
bling part. The comfort coefficient λc in [14], which indicates
the comfort degree of the assembly operation, is quantified by
the estimation of reachability of the operation and glance load
to the operator’s neck.

Fig. 3 Estimation of eye sight direction
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The distance from the operator’s shoulder to the center of
the assembling part is used to estimate the reachability of the
operator. The estimation of reachability against distance from
the operator’s shoulder to the center of the part is denoted by r,
which is derived by the function shown in Fig. 4. It is easy to
reach and manage the assembling part until distanceD1. From
D1 to D2, it is possible to reach for the operator, but the diffi-
culty increases with the increase of distance. From D2 to D3,
much effort is required for the operator to bend forward in
order to manage the assembling part. It is impossible for the
operator to reach with any posture when the distance is over
D3.

In Fig. 4,Di (i=1, 2, 3) is derived asD1=0.85l,D2=0.39h,
and D3=0.68h, where l is the length of the operator’s arm and
h is the height of the operator. These parameters are referenced
from [36] and are obtained empirically by testing different
values until stable and smooth dynamic behavior of the virtual
part is obtained.

Glance affects load to the neck of an operator. If the glance
is looking up, it loads to the neck of the operator and increases
the difficulty of assembly, which should be avoided. The
glance is estimated by the angle between eye sight direction
of the operator and the plane of the operator’s body (denoted
by Anp, 0≤Anp≤180). Anp <90 means the glance is looking
down, otherwise, it is looking up. According to the practical
experience, it is reasonable to assume that Anp in the range
from 30 to 90 ° is most preferable (estimation is 1) and the
estimation decreases over 90 °, because looking up makes the
operator feel uncomfortable. The estimation of glance is de-
noted by g, which is derived by the function shown in Fig. 5.

Then, the comfort coefficient λc in [14] is derived as follows:

λc ¼ 1−
r þ g

2
V ð3Þ

In Eq. (3), it is assumed that λc is not independent from
visibility estimation V with the same reason as previously

described in Eq. (2). The maximum estimation of λc is 1 and
the minimum score is 0. From Eq. (3), if product design con-
forms to ergonomics and the assembly task can be easily man-
aged, λc is small. Otherwise, λc is relatively large, which
means that the assembly performance should be improved in
some aspects, such as reachability and glance.

3.2.3 Fatigue factor

The fatigue factor is defined as the affect of working time and
workload on human performance, which indicates energy ex-
penditure of the operator for manual operation. We use the
energy consumption equation (see Eq. 4) given in [37] to
calculate the energy consumption of the operator. For energy
consumption, Institute of Health of Chinese Academy of
Medical Sciences studies the relation between working time
and energy consumption for representative 262 kinds occupa-
tion in China. The conclusion is the limitation value of energy
consumption should be from 1400 to 1600 kcal in a working
day (8 h)[37].

A ¼ F⋅Hn þ F⋅L
9

þ F⋅H0

2

� �
⋅K⋅n ð4Þ

where

A Amount of work (J)
F Assembly force (N)
Hn The distance in which the object is lifted (m)
H0 The distance in which the object is lowered (m)
L The distance in which the object is moved horizontally (m)
K Coefficient (biomechanical criterion) characterizing

moving individual sections of the body and equal to 6
n Number of equal technological cycles

D1 D2 D3

Distance to assembling part(m)

E
st
im

at
io
n

Fig. 4 Estimation of reachability

Fig. 5 Estimation of glance
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The influence of human factors on the assembly task is
simulated by incorporating the human factors into the calcu-
lation of external forces in Monte Carlo method and this will
be explained in detail in Section 3.3.

3.3 Calculation of assembly force

The assembly force is applied by the operator. It plays a major
role in the guidance of the assembling part. According to the
motion state of the assembling part, at each simulation step i,
the assembly force can be categorized into two types: exerted
on freely moving parts (denoted by FAFi) and exerted on col-
liding parts (denoted by FACi).

3.3.1 Assembly force exerted on freely moving parts (FAFi)

For the real-world assembly task, in order to accurately guide a
freely moving part (do not collide with any other parts in the
scene) to its final position, the ideal assembly force should point
from the part’s current position to the final position. However,
as the influences of human factors, it is difficult to maintain the
assembly force in that direction. As the moving part approaches
the final position, the operator will continuously adjust the di-
rection of assembly force for the purpose of reducing manual
operation error. To enhance the fidelity of assembly in virtual
environment, this paper takes the affect of human factors on the
calculation of assembly force into account.

The direction of FAFi is calculated by a probability method.
At first, the estimated final position of the assembling part at
time i + 1 (denoted by Ti+1

′ ) is calculated by the Monte Carlo
method. Then, the assembly force is set up to point from the
part’s position at step i (denoted by Ti,Ti=(xi,yi,zi)) to Ti+1

′

Ti+1
′ (see Fig. 6). Ti+1

′ is calculated by Eq. (5).

T
0
iþ1 ¼ Tt þ λc

Ψc
Ti−t þ Ei ð5Þ

where, Tt=(xt,yt,zt),Ti−t=(c1(xi−xt),c2(yi−yt),c3(zi−zt)), c1, c2,
and c3 are all random numbers obeying uniform distribution in

the interval [0,1]. Ψc is defined as the fatigue coefficient.
λc
ψc
Ti−t

represents the positioning errors caused by the comfort factor
and the fatigue factor. Ψc is related to the duration of assembly
tasks and is calculated by Eq. (6).

Ψc ¼ 1600−A
1600

0≤A≤1600 ð6Þ

where, A is the amount of work and is calculated by
Eq. 4. The calculation method of Ei, which is called the
vision influencing matrix and represents the positioning
errors caused by viewing perspective, has been discussed in
detail in [14].

The magnitude of FAFi is calculated by considering the
fatigue factor (see Eq. (7)), because energy expenditure of
the operator will affect the manipulation of parts and the act
of assembly force.

FAFi ¼ κ⋅Ψc⋅Di ð7Þ

where, Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi−x

0
iþ1

� �2 þ yi−y
0
iþ1

� �2 þ zi−z
0
iþ1

� �2q
repre-

sents the distance between Ti and Ti+ 1
′ and κ is called the

assembly force coefficient and its calculation method is given
in [14] .

3.3.2 Assembly force exerted on colliding parts (FACi)

The calculation method of FACi is similar to that of FAFi. At
first, Ti+1

′ is calculated by Eq. (5). The vector from Ti to Ti+1
′

is denoted by TiT
0
iþ1

����!
. Then, the direction of FACi (denoted

(Part position
at time i)

(Final position)

(Estimated final
position at time i+1)

(Assembly force)

Tt

Ti

1iT

FAFi

Fig. 6 The direction of FAFi Fig. 7 The direction of FACi
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by FACi
��!

, see Fig. 7) is perpendicular to the direction of contact
force and calculated by:

FACi
��! ¼ TiT

0
iþ1

����!
−
TiT

0
iþ1

����!
⋅FCi

FCij j ⋅
FCi

FCij j

where FCi is the contact force and its calculation method refers
to [14]. The role of FACi is to overcome the friction (denoted
by f ) and navigate the part to the final position. The magni-

tude of FACi is proportional to FACi
��!��� ��� and is affected by the

fatigue factor (see Eq. (8)).

FACi ¼ κ⋅Ψc⋅ FACi
��!��� ���þ f ð8Þ

4 Assembly example

Supported by the proposed assembly method, a self-
developed desktop virtual design platform (see Fig. 8) has
been developed. A case study for the assembly of hydraulic
cylinder consisting of four subassemblies is used here to test
and verify the performance and capabilities of the proposed
system for supporting assembly path planning and human
factors analysis. Figure 9 shows the assembly process of the
subassemblies.

The process of assembling the piston rod into the cylinder
is analyzed to illustrate the performance of the proposed as-
sembly method. As shown in Fig. 9I, the cylinder is fixed and
is regarded as the base part. Initially, the piston rod is driven
by the assembly force and gravity toward the cylinder. Once a
collision is detected (Fig. 9I (a)), the contact force is calculated
according to the penetration depth. Under the action of exter-
nal forces and moments, the piston rod gradually moves

toward the final position. In Fig. 9I (b), the piston rod is in a
state of non-equilibrium and will rotate. Then, by adjusting the
attitude, the piston rod is assembled into the cylinder and is in
a state of moment equilibrium (Fig. 9I (c)). Finally, the piston
rod is driven mainly by gravity to move down. Once a certain
position of the piston rod satisfies the assembly requirement,
the assembly is completed (Fig. 9I (d)). The assembly process
of the guide sleeve (see Fig. 9II) and the seal ring (see
Fig. 9III) are similar to that of the piston rod. From Fig. 9,
we know that the proposed method can not only position the
virtual part accurately but also simulate the realistic assembly
process.

Table 1 records the results of human factors evaluation
during the assembly process of parts shown in Fig. 9. In
Table 1, t denotes the assembly time. As can be seen from
Table 1, as the assembling part gradually approached the final
position, η increased gradually, indicating that as the assem-
bling part was partially and gradually obscured by the assem-
bled part, the positioning errors of assembling part caused by
viewing perspective became greater and greater. When r and g
varied within a certain range, λcwas mainly affected by V (see
Eq. (3)), so the visibility of assembly operation played a major
role in assembly positioning. The hydraulic cylinder was
easy and rapid to assemble, the energy expenditure of
the operator can be neglected, so the fatigue factor al-
most had no effect on the assembly efficiency. When
the assembling part was very close to its final position,
although the viewing perspective and working comfort
caused great uncertainties during the assembly process, the
assembly time did not obviously increase, meaning that the
final position of the assembling part was determined by the
interactions of parts.

5 Real-world experiment validation and analysis

In order to validate that the proposed simulation method pro-
vides a realistic simulation and closely replicates a real-world
assembly task, a series of real-world experiments were carried
out to provide statistically significant results. The primary
objective is to compare the assembly time and the results of
human factor evaluation during the assembly process in a
virtual environment with that of a similar real-world task.
The comparison between real environment and virtual
environment is trying to verify the feasibility of evalu-
ating human factors under virtual environment and test
whether the calculation of human factors based on vir-
tual parts corresponds to that measured in real manual
assembly operations. All users are mechanical engineering
graduates, and they had knowledge of product assembly de-
sign. In addition, they were familiar with the proposed virtual
assembly system. The following subsections describe the
experiments in more detail.Fig. 8 A self-developed desktop virtual assembly system
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Fig. 9 The assembly processes of
subassemblies

Table. 1 The results of human
factors evaluation during the
assembly process of
subassemblies shown in Fig. 9

Visual factor Comfort factor Fatigue factor

V f η r g λc t (s) A (kcal) Ψc

I (piston rod) a 1.00 0.95 0.05 0.90 1.00 0.05 1.40 1.80 0.99

b 0.96 0.93 0.11 0.92 1.00 0.08 1.90 2.50 0.99

c 0.40 0.88 0.65 0.88 1.00 0.62 2.50 3.20 0.98

d 0.08 0.80 0.93 0.80 0.85 0.93 3.60 3.80 0.98

II(guide sleeve) a 1.00 0.90 0.10 0.98 1.00 0.01 4.10 4.80 0.98

b 1.00 0.90 0.10 0.98 1.00 0.01 4.90 5.10 0.98

c 0.95 0.88 0.16 0.95 0.96 0.13 5.80 5.90 0.98

d 0.10 0.82 0.91 0.85 0.90 0.92 6.50 6.30 0.97

III (seal ring) a 0.95 0.92 0.12 1.00 0.95 0.07 6.90 6.70 0.97

b 0.75 0.85 0.36 1.00 0.94 0.27 7.80 7.00 0.97

c 0.52 0.80 0.58 0.95 0.90 0.52 8.50 7.40 0.97

d 0.26 0.85 0.78 0.92 1.00 0.75 9.20 7.90 0.97
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5.1 Real-world experiment set up

Figure 10 shows a participant undertaking the real-world task
and the real-world experiment set-up. The geometric and
physical parameters (e.g., mass, shape, size, and chamfer) of
the real-world hydraulic cylinder model were fully consistent
with that of the virtual model. In order to enhance the reliabil-
ity of experimental results, the relative positions of all subas-
semblies at the beginning of each experiment in the real world
were the same with that in the virtual environment. The real-
world experimental environment comprises a camera and
some sensors. In the real-world assembly operation, the sen-
sors were mounted on certain parts of the operator’s body
(e.g., shoulders and center of body) and the assembling part
to measure the real-time position parameters, and then the
posture of the operator and the human factors could be deter-
mined mathematically by the methods proposed in Section 3.
The specific calculation methods of human factors are as
follows:

V The camera recorded the assembly process and took
photos at some given moments. Using the video or
pictures to calculate the volume of visible and whole area
of assembling part at different moments, then V was
calculated by Eq.(1).

f At first, at time i, the position of assembling part (denoted
by Pi) was recorded by the sensor mounted on the center
of assembling part. Thus, the motion direction of
assembling part at time i was Pi−Pi-1/| Pi−Pi-1|. Then, the
position of operator’s eyes (denoted by Pie) was recorded
by the sensor mounted on operator’s brow. Thus, the eye
sight direction of operator was Pi-Pie/|Pi-Pie|. Finally, the
angle between eye sight direction and motion direction
was calculated and fwas derived by the function shown in
Fig. 3.

r The positions of the operator’s shoulders at time i
(denoted by Pirs and Pils) were recorded by the
sensors mounted on them. Thus, the distance from
the operator’s shoulder to the assembling part was max

(|Pirs−Pi|, |Pils−Pi|) and r could be derived by the function
shown in Fig. 4.

g The position center of the operator’s body (denoted by
Pic) was recorded by a sensor and the equation of plane of
the operator’s body was established according to Pic, Pirs,
and Pils. Then, the angle between eyesight direction and
plane of the operator’s body was calculated and g was
derived by the function shown in Fig. 5.

After V, f, r, and g were obtained, the vision influencing
coefficient (η) and comfort coefficient (λc) were calculated by
Eqs. 2 and 3, respectively.

There are three subtasks for the experimental validation.
The first is assembly operation experiment for the comparison
of assembly efficiency. The second is human factors evalua-
tion experiment. The third is comparison and analysis of en-
ergy expenditure during assembly process.

5.2 Assembly operation experiment

In this experiment, three males and three females were select-
ed to conduct both virtual assembly experiments and real as-
sembly experiments. The positions of the operator and the
assembly parts in the virtual environment were same with that
in the real world. The virtual assemblywas triggered by a click
and the physical behavior of the operation was simulated au-
tomatically. The objective of this experiment is to investigate
the correlation of virtual assembly and real assembly and the
relationships between assembly performance and the com-
plexity of assembly part by researching the change law of
the assembly time for different assembly parts in virtual world
and real world, respectively.

Giving the final product configuration scheme (see Fig. 9),
which is a medium-scale hydraulic cylinder with four parts,
each user performed assembly tasks in the proposed VR sys-
tem and the real-world environment, respectively. Users as-
sembled these parts according to the sequence shown in
Fig. 9. The time taken to assemble the hydraulic cylinder in
virtual environment was computed from the simulation. The
time required for users to perform the first real assembly was
recorded. Each real assembly task was performed ten times
and the average taken. Figure 11 shows the results of time for
assembly of hydraulic cylinder of each user under different
situations.

As can be seen from Fig. 11, performing an assembly task
in the virtual system almost takes the same time with that in
the real world as a whole. Given the assembly process shown
in Fig. 9, it indicates that the virtual assembly task is nearly
consistent with the real task. However, there are some small
differences between the real task and virtual task. The main
reason is that the proposed VA method uses the Monte Carlo
method to simulate the assembly process and it has a certain
degree of uncertainty. In addition, during the virtual assembly

Camera

Sensor

Real world

model

Fig. 10 Real-world experiment set up
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process, some limited human factors (visual, comfort, and
fatigue factors) are considered, while some other influencing
factors (e.g., hands tremble and strength of operator) are
neglected. For different operators, both men and women, the
time of virtual assembly task has little change. The virtual
assembly time of males is slightly less than that of females;
this is because compared with females, the arm of males is
longer and the height is higher, which improve the visual
condition and work posture (see Section 3), and then increase
the assembly efficiency.

The real assembly time of males is generally less than that
of females, indicating that the strength of the operator has a
significant influence on the assembly task for a heavier object,
such as the hydraulic cylinder (see Fig. 10) with a weight of
10 kg. For all operators, the average time of 10 times real
assembly is clearly less than the first real assembly time and
the virtual assembly time, this can be attributed to an
“adapting process.” The multiple and repetitive operations
could improve manual performance in real-world tasks given
an ordered procedure. Furthermore, the virtual task is per-
formed little faster than the first real task. Through interviews
it was found that manipulating the heavier objects and posi-
tioning them accurately for the first time felt “unfamiliar,”
which would increase the difficulty of manual operations
and the randomness of assembly positioning.

In order to investigate the influences of complexity and
weight of parts on assembly performance, the time taken to
assemble the subassemblies in virtual environment was com-
puted from the simulation. Each real subassembly was assem-
bled ten times and the average assembly time of males and
females were taken, respectively. Figure 12 shows the results.

It can be seen that with the decrease of mass and size of
assembly part, the difficulty to grab, move, and position the
part decreased; no matter the real task or the virtual task, the
assembly time decreased, which means that the assembly time
was determined by the complexity and weight of assembly
part to some extent. When the users had been familiar with
the real assembly process gradually, the adapting process
made the real task performed by males faster than the virtual

task, while the real task performed by females still slower than
the virtual task. These results clearly show that in the real task,
when the strength of operator is relatively small and the ma-
nipulated part is relatively heavy, the assembly task was time
consuming. Although the proposed assembly method does not
take into account the strength of the operator, it still reflects the
general real assembly process. The proposed VA system has
almost the same efficiency as the real-world task and provides
a realistic and intuitive assembly process simulation in virtual
space.

5.3 Human factors evaluation experiment

In this experiment, users were separated into three groups.
Each group had five users. Group 1 were asked to conduct
the virtual assembly experiment, while groups 2 and 3 were
asked to conduct the real-world experiment. During the real-
world assembly task, the operating conditions of each user in
group 2 were very good. They can adjust their position and
posture freely to select any comfortable operating posture in
real time, according to the physical attributes (eg. mass, shape
and size) and spatial position of assembling part. While the
users in group 3 had to face poor working conditions, they
were asked to stand away from the assembling part and the
assembling part was partially or wholly obscured due to the
viewing perspective, the assembly difficulty was increased
artificially.

As we measured in Section 5.2, the time of assembling the
hydraulic cylinder was about 16 s. During the assembly pro-
cess, we selected some different instants ti (ti=3 s, 6 s, …,
15 s) and calculated the vision influencing coefficient and
comfort coefficient of each group at ti. Figures 13 and 14
shows the results of visual factor and comfort factor evalua-
tion under different assembly environments, respectively.

After all users performing the same assembly tasks in vir-
tual and real environment, the main findings of the study were
as follows: At each instant, the evaluation values of human
factors of group 1 were between that of groups 2 and 3. This is
because during the assembly process, group 1 used the virtual

Fig. 11 Time for assembly of
hydraulic cylinder
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model to simulate the assembly process and evaluate the hu-
man factors, which represented the general working condi-
tions. While groups 2 and 3 represented the best and worst
working conditions, respectively. The evaluation values of
human factors recorded by group 2 were minimum, which
means that for the assembly operation with good view and
operability, it would reduce the operating errors and improve
the accuracy and efficiency of assembly positioning. The
change law of each curve in Figs. 13 and 14 was similar,
indicating that the assembly process in virtual system
corresponded to that in real manual assembly environment.
The proposed methods can realistically simulate the assembly
process and accurately evaluate the human factors during as-
sembly process.

5.4 Fatigue evaluation experiment

In this experiment, users were separated into two groups. Each
group had five users. Groups 1 and 2 conducted the virtual
assembly experiment and real-world experiment, respectively,
in order to test whether the real fatigue process conforms the
theoretical prediction in virtual environment. All users were
asked to conduct the assembly work in a continuous operation
for 1 h. The working time was divided into four time segments
and each time segment had 15 min. The time of virtual

assembly task was computed from the simulation. The time
of real assembly task was the time required for users to per-
form the manual operation. Within each time segment, the
average time and assembly success rate of assembling the
hydraulic cylinder of each user were computed and the aver-
age of each group was taken (see Figs. 15 and 16). The aver-
age assembly time and success rate can be regarded as the
indicators to analyze the efficiency and performance of assem-
bly [14]. From [14], the assembly success rate (ASR) is de-
fined as the ratio of the successful number of assemblies to the
total number of assemblies, which indicates the success prob-
ability of assembly tasks.

As we can see from Fig. 15, in general, the average time to
complete assembly tasks increased with the increase of work-
ing time, indicating that the energy expenditure greatly impact
the assembly efficiency. Compared with virtual assembly, the
growth of real assembly time was slower. In the first two time
segments, the average time of virtual task was less than that of
real task. However, in the last two time segments, the real task
was more efficient and required less assembly time. After
assessing participant feedback and further study of the experi-
mental process, it was realized that the slowing growth of real
assembly time might be attributed to the adapting process. In
the real-world experiment, although the energy expenditure
would increase the assembly time, the operator became

Fig. 12 Time of assembling
subassemblies

Fig. 13 Results of visual factor evaluation Fig. 14 Results of comfort factor evaluation
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accustomed to the assembly task and more familiar with as-
sembly process by exploring the rules of assembly operation,
which would save the assembly time to a certain extent. When
the operators continuously worked more than 30 min, they
showed more confidence during the assembly process. This
was verified through observation and video evidence. While
the virtual task was conducted automatically and the energy
expenditure was computed theoretically during the assembly
process, thus the growth of assembly time was relatively stable.

As can be seen from Fig. 16, the increase of working time
resulted in the decrease of ASR of the assembly tasks. This is
because the energy expenditure of operators made it difficult
to manage the assembling part and increased the uncertainties
of assembly operations, which further reduced the accuracy of
part positioning. Within the first time segment, ASR was rel-
atively high and approximated to 100%, which means that the
energy consumption had little effect on the positioning of
parts, and the positioning errors can hardly lead to the failure
of tasks. When the assembly operation lasted for 1 h, ASR
decreased from 0.96 to 0.75 (dropped by 21.8%) in the virtual
environment, while decreased from 0.92 to 0.68 (dropped by

26.1 %) in the real-world environment, indicating that the
parts were hard to be assembled due to energy consumption
and the real energy consumption process was almost consis-
tent with the theoretical calculation in the virtual environment.
This result was predictable given the randomness of direction
of assembly force due to the energy consumption of operators
(see Section 3.3).

Overall, these results show that the fatigue increases the
difficulty of assembly tasks and reduces the working efficien-
cy. For the operator with enough energy, it is easy and rapid to
perform the assembly tasks. Otherwise, it is time consuming
and easy to fail.

6 Conclusions and future work

The human factors calculation and assembly process simula-
tion method presented in this paper is mainly based on our
previously presented physics-based assemblymethod, in which
the assembling part is guided by the assembly force and the
physics of the interaction is simulated. In this study, the human
factors involved in the assembly process, including the visibil-
ity of an assembling part, posture, reachability, and fatigue of
an operator, are quantified for each operation, and assembly
operations are simulated in a virtual environment. The new
calculation methods of the estimated final position and the
assembly force are presented to perform amore realistic assem-
bly operation. The assembly force is categorized into two types:
exerted on freely moving parts and exerted on colliding parts,
and the calculation methods of these two forces are presented.
A self-developed desktop virtual design platform has been de-
veloped and a case study is used to verify the performance and
capabilities of the simulation method. A series of real-world
experiments were carried out and the assembly time and the
results of human factors evaluation during the assembly pro-
cess in a virtual environment with that of a similar real-world
task were compared. The comparison between real environ-
ment and virtual environment verified the feasibility of evalu-
ating human factors under virtual environment and validated
the calculation of human factors based on virtual parts corre-
sponds to that measured in real manual assembly operations.

On the basis of this work, our next research will focus on
more statistical analysis of the effects of more factors (such as
the assembly proficiency, working conditions, and grasping
difficulty) on the performance and results of the assembly
tasks, and improve the calculation methods of the human fac-
tors to make the virtual assembly simulations more consistent
with the real world.
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