
ORIGINAL ARTICLE

Robust modelling and prediction of thermally induced positional
error based on grey rough set theory and neural networks

Qiang Cheng1,2 & Zhuo Qi1 & Guojun Zhang3 & Yongsheng Zhao1 & Bingwei Sun1
&

Peihua Gu4

Received: 18 December 2014 /Accepted: 5 July 2015 /Published online: 30 July 2015
# Springer-Verlag London 2015

Abstract Thermal errors adversely affect the precision of a
machine tool operation. Therefore, reduction of thermal errors
is essential for improving of machining accuracy. In this pa-
per, in order to realize real-time compensation, taking a multi-
axis machine tool as an example and a method for robust
modeling and predicting thermally induced positional error
is proposed. First of all, the number of temperature measuring
points required in thermal error’s model was reduced based on
the rough set theory, which greatly reduced variable searching
and modeling time. Then through grey relation theory, sys-
tematic analysis of the similarity degree between thermal error
and temperature data was carried out to select sensitive tem-
perature measuring points, and the temperature variables in
the thermal error’s model were reduced from 24 to 7 after
optimization, which eliminated the coupling problems. For
reducing the influence of unpredictable noises, radial basis
function (RBF) and back propagation (BP) neural network
modeling methods were adopted to predict thermally induced
positional errors, and in comparison, the prediction accuracy
of RBF neural network was found superior to that of

traditional BP neural network. Finally, some measured data
were selected to verify the validity of the proposed method,
and the results showed that prediction accuracy of the pro-
posed thermally induced positional error model was reliable.

Keywords Multi-axis machine tool . Thermally induced
positional error . Grey rough set theory . Neural network

1 Introduction

Improvement of NC machine tool accuracy is a continuous
and important area of research in precision machining field
[1]. Along with the gradually increasing demand for machined
components of complex geometry and high dimensional ac-
curacy, many researchers paid attention to reduce the machin-
ing errors of machine tools. Among them, the thermal error is
extremely important as it affects the machine tool precision
and, consequently, reduces the quality of manufactured work-
pieces [2]. The thermally induced error accounts to 40–70 %
of the total errors [3–6], and its effect on machine tools is
recognized as problem for research and its solution is essential
for meeting the increasing demands on product quality [7]. As
a result, reduction of thermal errors is beneficial to high-
precision manufacturing system [8, 9].

Generally, thermally induced machine tool errors can be
classified as quasi-static errors that vary slowly in time and
are related to the structure of machine tool. These errors which
are not only time-variant but also spatially variant over the
entire machine working volume [7], increase the difficulty to
control and reduce them. In recent years, several studies were
conducted for error reduction in machine tools. One popular
approach was based on the consideration that the thermally
induced errors could be reduced with structural improvement
to the machine tool itself through the design and
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manufacturing technology [10], such as symmetric thermal
design and installation of a cooling unit [11], incorporation
of concrete or reinforced plastic in the machine tool structure
[12]. Although these methods were effective in reducing the
thermal errors to some extent, theywere expensive [13]. It was
found that in implementing these processes, several physical
limitations were experienced which could not be overcome
solely by design techniques alone.

The economical approach, of compensating the error, was
deemed as a flexible solution to reduce the positional, geomet-
rical, and thermal errors. The studies on error compensation
techniques employed to improve machine tool accuracy
gained significance in this field [14]. However, for complete
compensation, the machine’s thermal errors should be
modeled as accurately as possible and it is more complicated
than the modeling of geometrical errors. Yang [7] pointed out
that robust modeling is a challenging task in machine tool
thermal error compensation. The mechanism causing the ma-
chine tool deformations is so complex that the thermally in-
duced errors are difficult to predict. Establishing a model for
thermal error prediction for compensation of this error de-
pends on the temperature field in machine tools. The distribu-
tion of temperature is a major factor influencing the thermal
errors. Hence, for obtaining a reasonable temperature field, a
large amount of research was carried out for selecting the
pivotal temperature measuring points for determining the ther-
mal errors.

In the working cycle of a machine tool, the thermal defor-
mations are nonlinear and time-variant depending on the
changes in environmental and operating conditions. For ma-
jority of the modeling methods, the thermal error models were
obtained by determining the best mapping relationships be-
tween the thermal errors and some key temperature variables
related to the location of heat sources [14], such as motors,
bearings, hydraulic systems, ambient temperature, etc.. Wang
[6] presented a method of using fuzzy C means (FCM) clus-
tering and iterative self-organizing data analysis (ISODAT) to
group the data of thermal sensors and established an artificial
neural network thermal model. Chen carried out multiple re-
gression analysis and proposed an artificial neural network
model for the real-time forecasting of thermal errors with nu-
merous temperature measurements [15]. Lee et al. presented a
thermal modeling method based on independent component
analysis to compensate for the thermal errors occurring in a
commercial machining center [16]. Yang et al. [17, 18] pro-
posed several methods to optimize the number of thermal
sensors for a minimum to compensate for machine tool ther-
mal errors. In these methods, ant colony algorithm-based back
propagation neural network (ACOBPN), synthetic grey corre-
lation theory, and grey neural network were applied.

The thermally induced errors can degrade the positional
accuracy of machine tools significantly, resulting in geomet-
rical deviations of the manufactured items [19]. In this paper, a

robust modeling and prediction method of thermally induced
positional errors is proposed. The model can reduce the mea-
suring points on the basis of rough set theory and grey rela-
tional analysis and predicts the error basing on RBF neural
network.

One aspect to note is that the rough set is more important
than grey comprehensive analysis in the paper, and the opti-
mization of temperature measuring points is mainly studied
based on the rough set. Of course, the combination of the
rough set and grey relation analysis is the most important
research work.

In order to obtain the optimization results as quickly and
accurately as possible, first of all, a few combinations of tem-
perature measuring points required for thermal error model
was reduced based on the rough set theory; then, systematic
analysis of the similarity degree between thermal error and
temperature data based on grey relation theory was carried
out, and the incidence degree sequence was employed to se-
lect temperature-sensitive measuring points; finally, from
comprehensive analysis, the combinations of temperature
measuring points and temperature-sensitive measuring points,
the optimal combination can be screened out.

The rest of this paper is arranged as follows: An introduc-
tion to reduction of temperature points based on the rough set
theory is presented in Section 2. Section 3 deals with the
selection of measuring points combinations based on grey
relational analysis. The prediction of relationship between
the thermally induced positional error and the temperature
based on the neural network is presented in Section 4. In
Section 5, a horizontal machining center is used as an example
to verify the proposed method on the basis of the experiment
data. The conclusions are presented in Section 6.

2 Reduction of temperature points based on rough
set

Theoretically, the determination of thermally induced posi-
tional error is based on the temperature distribution in the
machine tool. To establish a model for accurate prediction of
positional error, temperature distribution in the machine asso-
ciated with positional errors must be obtained. This requires
all parts of the machine to be fixed a large number of temper-
ature sensors to measure the real-time temperature distribution
in the machine while it is in operation. In general, thermal
error measuring point is selected from a few to several hun-
dred points. However, the excessive number of temperature
measuring points will increase workload and, also if the mea-
suring points are too close, the intercoupling among the mea-
sured becomes serious, which affects the accuracy of
prediction.

Rough set (RS) theory, first proposed by a Polish scholar Z.
Pawlak [20] in 1982, was just a mathematical tool dealing

754 Int J Adv Manuf Technol (2016) 83:753–764



with incompleteness and uncertainty problems. The RS theory
can effectively analyze and deal with imprecise, inconsistent,
and incomplete information and determine implicit knowl-
edge and reveal latent rules by directly examining and reason-
ing the data.

Rough set theory is justly a mathematical tool dealing
with incompleteness and uncertainty problems. Its main
thought is that problem’s classification or decision rule
is derived by knowledge reduction on the constant pre-
mise of the information system classification ability. And
the rules of rough set theory and the data reduction meth-
od are using the equivalent relation to classify elements of
the collections to generate some partition, corresponding
to the equivalent relation.

Generally, in RS theory, the data object is needed to be
established before knowledge discovery based on rough sets
is created, which is called the information system. Here, the
machine tool thermal error system can be represented by four
unknown quantity groups of S=〈U,A,V, f 〉, where U={u1,u2,
⋯,u|U |} is a non-empty set of finite objects (the universe) and
composed of a limited number of CNCmanufacturing objects,
and |U| represents the number of samples, U. A={a1,a2,⋯,
a|A|}, is used to describe a set of temperature attributes of
computer numerical control (CNC) manufactured objects,
expressed as a set of binary relationships on the universe U
(it is usually a set of equivalence relationships for defining
complete information system), and |A| represents the number
of attributes. V=∪V

a, and Va is a set of value domain of
attribute a; the function f :U×A→V satisfies f (x,a)∈Va.
Also, a unique value is assigned to each attribute a(a∈A) of
every object in the universe U.

In the system of thermally induced machine tool errors,
the attribute set A can be divided into a thermally induced
condition attribute set T (T={T1,T2,⋯T|k|}) and a ther-
mally induced outcome attribute set Y(Y={Yi})(T∪Y=A,
T,∩Y=∅). A thermal error system decision table S=〈U,
A,V, f 〉 is constructed by the information system. A collec-
tion of all the equivalence classes of the error attribute set
Y can be represented as U/Y, and the equivalence class
contained element u in U can be represented as [u]Y. If
two elements belong to the same equivalence class, they
are indistinguishable. The indiscernible relationship is the
starting point of RS theory.

Now, in the CNC thermal error system, the manufactured
objects subsetU '={u1,⋯,un}⊆U can be represented by using
thermally induced condition attribute subset T '. That is, an
arbitrary set of manufactured objects U′ comprises a single
class, which (i.e., this subset) can be expressed in the form
of equivalence classes induced by thermally induced condi-
tion attribute subset T '={T1,⋯,Tn}. In general, the set U '
cannot be expressed exactly, because the set may include or
exclude objects which are indistinguishable on the basis of
attributes T '. However, the set U ' can be approximated by

using only the information contained within T ' and by con-
structing the T ' -lower and T ' -upper approximations of U ′:

T 0 U 0ð Þ ¼ ui∈ ui½ �T 0⊆U 0��� � ð1Þ

T 0 U 0ð Þ ¼ ui∈U ui½ �T 0∩U 0≠∅
��� � ð2Þ

In the above, T 0 U 0ð Þ is a set of those elements that must be
classified on the basis of thermally induced condition attribute
set T '⊆T, which is the largest definable set within U '. The set

T 0 U 0ð Þ is a set of those elements might be classified on the
basis T '⊆T, which is the smallest definable set within U '.

The T '-lower approximation, or positive region, is the
union of all equivalence classes in [ui]T′ which are contained
in (i.e., are subsets of) the manufactured objects’ subset—
T 0 U 0ð Þ. The lower approximation is the complete set of ob-
jects in U/T ' that can be positively (i.e., unambiguously) clas-
sified as belonging to set U '.

According to RS theory [21, 22], an important aspect of
database analysis or data acquisition is the discovery of attri-
bute dependencies. That is, the expectancy to discover which
thermally induced condition attribute T is strongly related to
thermally induced outcome attribute set Y in CNC information
system.

Then, the dependency of attribute set X(X∈U/Y) on the
thermally induced condition attribute set T ', γ(T,Y), is given
by

γ T ; Yð Þ ¼
X

X∈U=Y
T Xð Þ
��� ���

Uj j ð3Þ

The term γ(T,Y) represents the ratio of the object that can
be accurately classified in the whole system and the quality of
classification about set T.

If γ (T,Y)=1, the error attribute set Y is completely de-
pendent on the temperature attribute set T; that is, every
attribute of set T is necessary. If 0<γ (T,Y)<1, the error
attribute set Y is partly dependent on the temperature at-
tribute set T; this means, only a partial attribute of set T is
necessary.

The attribute’s importance of the decision table S=〈U,A,V,
f 〉 can be estimated by the impact of classification ability for
the table S in removing an attribute t∈T from the set T. As
mentioned earlier, γ(T,Y) represents the dependency between
the attribute sets T and Y and it also represents the approxima-
tion precision of division of U/Y on set T. Therefore, the im-
portance of an attribute t can be estimated by using the varia-
tion between γ(T,Y) and γ(T−{t},Y).

The importance of attribute t can be defined by the follow-
ing relationship:

σ T ;Yð Þ tð Þ ¼ γ T ; Yð Þ−γ T− tf g; Yð Þ
γ T ; Yð Þ ¼ 1−

γ T− tf g; Yð Þ
γ T ; Yð Þ ð4Þ
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If the sets T,Y are known, σ(T,Y)(t) can be simply re-
ferred to as σ(t). The σ(t) can be explained as the classi-
fication error after removing the attribute t. The impor-
tance coefficient can also be defined as a set of attributes
as shown in (5):

σ T ;Yð Þ T 0ð Þ ¼ γ T ; Yð Þ−γ T−T 0; Yð Þ
γ T ; Yð Þ ¼ 1−

γ T−T 0; Yð Þ
γ T ; Yð Þ ð5Þ

If set T ' is a reduction of set T, then there is σ(T ')=1. If the
set T ' (any subset of set T) is regarded as an approximate
reduction of set T, the error in approximate reduction is given
by:

ε T ;Yð Þ T 0ð Þ ¼ γ T ; Yð Þ−γ T 0; Yð Þ
γ T ; yð Þ ¼ 1−

γ T 0; Yð Þ
γ T ; yð Þ ð6Þ

The approximate error ɛ (T,Y)(T ′), or ɛ(T ′) for short, repre-
sents the degree of approximation of the attribute set T ′ ap-
proximate to the set T. If set T ' is a reduction of set T, there is
ɛ(T ′)=0.

Generally, the discernible matrix [23] is one of the main
methods used for solving the relative attribute reduction and
attribute core. In the information system S=〈U,T∪Y,V,f 〉, the
universe is U={u1,u2,⋯,un}. The object universe which is
divided into disjoint class families according to the decision
attribute Y can be represented as X=U/T={x1,x2,⋯,xm}.With
M(T)={mi, j}n×n, the discernible matrix of set Tof the decision
table S can be defined as:

mi; j ¼ t∈T : t xið Þ≠ t x j
� �

and Y xið Þ≠Y xj
� �

∅; other

�
ð7Þ

The discernible function of S is

Δ ¼ ∏ xi; x jð Þ∈U�U

X
mi; j ð8Þ

The function Δ is a conjunction-disjunction function con-
taining |T| Boolean variable. All the conjunction types of the
minimal disjunctive normal from the function Δ area reduc-
tion of the decision attribute Y about set T.

3 Selection of measuring points combination

In Section 2, reduction of the temperature measuring points
were obtained by the RS theory, and the reduced measuring
points could completely express the distribution of the ma-
chine temperature. Here, for selecting the measuring points
for optimization more quickly and accurately, the grey corre-
lation analysis, which systematically analyzed degree similar-
ity between two parameters based on a mathematical method,
was adopted to screen the reduction in this paper.

Grey system theory [24], proposed by Professor Deng
Julong in the early 1980s, is an effective mathematical tool
to solve the uncertainty problems. Grey relational analysis
method can measure the degree of association among various
factors based on the degree of similarity or dissimilarity be-
tween the trends of factors, namely the “grey correlation
degree.”

Due to the different physical meanings of various factors in
the machine tool thermal error system, the dimensions of data
are different and hence it is difficult to reach a correct conclu-
sion by direct comparison. Therefore, for the grey correlation
analysis, it is always necessary that data processing is carried
out with non-dimensional method [25]. In the general, the
processing of the original data can usually be carried out by
three types of transformational methods namely, initial value
transformation, the mean of the transformation, and the range
of transformation. In this study, the mean of the transformation
method is selected.

The central idea in grey relational algebra is to analyze the
uncertain relationship between two tuples by looking at the
information flow from one tuple to another under the influence
of all tuples involved in the relationship [26]. In the error sys-
tem, thermally induced positional error data Y(t)={Y(j)|j=1,2,

X1

X2

Xk

Temper1

Temper2

Temperk

f1(x1)

f2(x2)

fn(xn)

d
D Predicted 

error

… …

w

b

Fig. 2 RBF neural network model

Fig. 1 BP neural network model
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⋯,l} is regarded as the mother sequence. The son sequences
are the measured value sequences of temperature sensors
Ti={Ti(j)|i=1,2,⋯,k; j=1,2,⋯,l}. Therefore, the relationship
of correlation coefficient [27] of Y(t) to Ti at the point j can be
expressed as

ξ0i ¼
minimin jΔ0i jð Þ þ ρmaximax jΔ0i jð Þ

Δ0i jð Þ þ ρmaximax jΔ0i jð Þ ð9Þ

In Eq. (9),Δ0i(j) is difference between the absolute values
of Y(t) and Ti at point j,Δ0i(j)=|Y(t)−Ti|, miniminjΔ0i(j) is the
minimum value of difference, maximaxjΔ0i(j) is the maxi-
mum value of difference ρ is the identification coefficient,
ρ∈[0,1], and generally ρ=0.5. The identification coefficient
ρ can be adjusted to enhance the identification ability of con-
trastive analysis according to the relational degree between the
data sequences.

The relational degree γ0i between the two sequences can be
calculated by the average value of the correlation coefficient
ξ0i(j) of the two sequences on each moment and is given by

γ0i ¼
1

i

X l

j¼1
ξ0i jð Þ; j ¼ 1; 2;⋯; l ð10Þ

Finally, the relational degree γ0i between each son se-
quence and mother sequence is arranged according to the size
of the correlation sequence to form, which directly reflects the
essentiality of each son sequence to the samemother sequence
[28]. It also indicates the effect the temperature changes pro-
duced at the measuring point on the machine positional errors.

At this juncture, a threshold value γ ' is defined. When
γ0i>γ ', the positions of the temperature measuring points are
preserved and the other positions are eliminated as effect of
temperature on thermal error is extremely small.

Till now, through comprehensive comparison of tempera-
ture measuring points obtained from reduction and sensitive

2

7

4

10

Fig. 5 Thermal sensor locations

Fig. 4 Measurement site for positional error and temperature

Table 1 The arrangement and location of sensors

The serial number of
temperature sensor

Location

1,2,3,4,5,6,7,8 Front end and back end of spindle

9,10,11 Front and top of spindle box

12,13,14,15 X-, Y-, and Z-axes of bearings and couplers

18,19,20,21,22 X-, Y-, and Z-axes of guide way

16,17,23,24 The skateboarding, workbench, and
environmental temperature

Fig. 3 Locations of 24sensors
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temperature measuring points, the optimal combination of
measuring points containing most sensitive temperature mea-
suring points and the highest correlation temperature measur-
ing points were screened out.

4 Relation for prediction of error and temperature

The objective of error modeling is to establish a mathematical
relationship between the temperatures and thermally induced
positional errors. Since it is impossible to measure the temper-
atures and positional errors for all the cases, a method to pre-
dict the thermal errors accurately is an essential step to realize

real-time compensation. In previous studies, the prediction of
the thermal error was implemented by three modeling
methods namely, multiple linear regression [29], neural net-
work model [30], and system identification [31] by scholars
worldwide. In this study, the neural network [32–34] was used
to model and predict the relation between the temperature and
error caused by the machine tool.

The BP neural network [35], proposed by Rumelhart and
McCelland in 1986, which is shown in Fig. 1, is one of the
most widely used neural network models. It is a feed forward
neural network implemented in back propagation algorithm.
The BP algorithm is a learning algorithm based on gradient
descent, and the learning process is implemented by adjusting

Table 2 Part of the discrete data obtained based on Rosetta software

Temp1 Temp2 Temp3 Temp4 Temp5 Temp6 Temp7 Temp8

1 [19.7, 22.3) [*, 23.6) [18.8, 22.5) [19.2, 23.1) 20.5 [19.6, 25.3) [18.8, *) 20.1

2 [19.5, 19.7) [*, 23.6) [18.8, 22.5) [19.2, 23.1) 20.4 [19.6, 25.3) [18.8, *) 19.9

3 [19.3, 19.5) [*, 23.6) [18.8, 22.5) [19.2, 23.1) 20.2 [19.6, 25.3) [18.8, *) 19.8

4 [19.3, 19.5) [*, 23.6) [18.8, 22.5) [19.2, 23.1) 20.1 [19.6, 25.3) [18.8, *) 19.7

5 [19.1, 19.3) [*, 23.6) [18.8, 22.5) [19.2, 23.1) 20.0 [19.6, 25.3) [18.8, *) 19.6

6 [19.1, 19.3) [*, 23.6) [18.8, 22.5) [19.2, 23.1) 19.9 [19.6, 25.3) [18.8, *) 19.5

7 [18.9, 19.1) [*, 23.6) [18.8, 22.5) [19.2, 23.1) 19.8 [19.6, 25.3) [18.8, *) 19.4

8 [18.9, 19.1) [*, 23.6) [18.8, 22.5) [19.2, 23.1) 19.7 [19.6, 25.3) [18.8, *) 19.3

9 [18.9, 19.1) [*, 23.6) [18.8, 22.5) [19.2, 23.1) 19.6 [19.6, 25.3) [18.8, *) 19.2

10 [18.6, 18.8) [*, 23.6) [18.8, 22.5) [19.2, 23.1) 19.5 [19.6, 25.3) [18.8, *) 19.0

11 [18.6, 18.8) [*, 23.6) [*, 18.8) [19.2, 23.1) 19.4 [19.6, 25.3) [18.8, *) 19.0

12 [18.6, 18.8) [*, 23.6) [*, 18.8) [*, 19.2) 19.3 [19.6, 25.3) [18.8, *) 18.9

13 [18.6, 18.8) [*, 23.6) [*, 18.8) [*, 19.2) 19.3 [19.6, 25.3) [18.8, *) 18.8

14 [*, 18.6) [*, 23.6) [*, 18.8) [*, 19.2) 19.2 [19.6, 25.3) [*, 18.8) 18.7

15 [*, 18.6) [*, 23.6) [*, 18.8) [*, 19.2) 19.1 [19.6, 25.3) [*, 18.8) 18.7

16 [*, 18.6) [*, 23.6) [*, 18.8) [*, 19.2) 19.1 [*, 19.6) [*, 18.8) 18.6

17 [18.6, 18.8) [*, 23.6) [*, 18.8) [*, 19.2) 19.0 [*, 19.6) [*, 18.8) 18.6

18 [18.6, 18.8) [*, 23.6) [*, 18.8) [*, 19.2) 19.0 [*, 19.6) [*, 18.8) 18.6

19 [18.6, 18.8) [*, 23.6) [*, 18.8) [*, 19.2) 19.0 [*, 19.6) [*, 18.8) 18.6

20 [18.6, 18.8) [*, 23.6) [*, 18.8) [*, 19.2) 18.9 [*, 19.6) [*, 18.8) 18.5

21 [18.8, 18.9) [*, 23.6) [*, 18.8) [*, 19.2) 18.9 [*, 19.6) [*, 18.8) 18.5

22 [18.8, 18.9) [*, 23.6) [*, 18.8) [*, 19.2) 18.9 [*, 19.6) [*, 18.8) 18.5

23 [18.8, 18.9) [*, 23.6) [18.8, 22.5) [*, 19.2) 18.9 [*, 19.6) [*, 18.8) 18.5

24 [18.9, 19.1) [*, 23.6) [18.8, 22.5) [*, 19.2) 18.9 [*, 19.6) [*, 18.8) 18.5

25 [18.9, 19.1) [*, 23.6) [18.8, 22.5) [*, 19.2) 18.9 [*, 19.6) [18.8, *) 18.6

26 [18.9, 19.1) [*, 23.6) [18.8, 22.5) [*, 19.2) 19.0 [*, 19.6) [18.8, *) 18.6

27 [19.1, 19.3) [*, 23.6) [18.8, 22.5) [*, 19.2) 19.0 [*, 19.6) [18.8, *) 18.6

28 [19.1, 19.3) [*, 23.6) [18.8, 22.5) [*, 19.2) 19.0 [*, 19.6) [18.8, *) 18.6

29 [19.1, 19.3) [*, 23.6) [18.8, 22.5) [*, 19.2) 19.0 [*, 19.6) [18.8, *) 18.6

30 [19.1, 19.3) [*, 23.6) [18.8, 22.5) [*, 19.2) 19.0 [*, 19.6) [18.8, *) 18.7

31 [19.1, 19.3) [*, 23.6) [18.8, 22.5) [*, 19.2) 19.0 [*, 19.6) [18.8, *) 18.7

32 [19.1, 19.3) [*, 23.6) [18.8, 22.5) [*, 19.2) 19.1 [*, 19.6) [18.8, *) 18.7

33 [19.3, 19.5) [*, 23.6) [18.8, 22.5) [*, 19.2) 19.1 [*, 19.6) [18.8, *) 18.7

34 [19.1, 19.3) [*, 23.6) [18.8, 22.5) [*, 19.2) 19.1 [*, 19.6) [18.8, *) 18.7
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the weights and thresholds to minimize the mean square error
between the desired output value and the actual output value.
The error function of BP neural network is defaulted to the
mean square error (MSE) between the desired output Yand the
network output D.

The correctional connection weight, w, and threshold val-
ue, b, can be defined by the following relationships:

wNþ1
ih ¼ wN

ih þ ηδh jð Þxi jð Þ
bNþ1
ih jð Þ ¼ bNih jð Þ þ ηδh jð Þ

ð11Þ

The global error E can be calculated by the Eq. (12) given
below.

E ¼ 1

2

X l

j¼1

X q

o¼1
do jð Þ−yo jð Þð Þ2 ð12Þ

It is necessary to determine whether a network error E
meets the requirements of learning times or not. When E<ε
or the learning times surpass a previously set maximum num-
berM, the algorithm is terminated. Otherwise, the connection
weights and thresholds are needed to re-learn adjustments
until they reach the requirements.

The radial basis function (RBF) neural network [36], pro-
posed byMoody and Darken in1988, is a local approximation
of the three-forward network, with a good approximation ef-
fect, and short assay time.

The underlying idea of RBF neural network (shown in
Fig. 2) is as follows: the “base” of implicit element is used
to constitute a hidden layer space by the radial basis function,
and the input vector is transformed by the hidden layer to
facilitate the transformation of low-dimensional input data

Fig. 6 BP neural network modeling structure. a Comparison of
measured error with predicted error. b Residual error. c Trend of
trained error

Table 3 Reduction combination based on Rosetta software

Sequence
Number

Reduction Length

1 {1, 8, 10, 11, 14, 17} 6

2 {1, 5, 10, 11, 14, 19, 20} 7

3 {1, 10, 11, 14, 15, 19, 22} 7

4 {1, 5, 10, 11, 14, 17, 19} 7

5 {1, 2, 10, 11, 14, 21, 22} 7

6 {1, 8, 9, 10, 11, 14, 21} 7

7 {1, 3, 5, 10, 11, 17, 18} 7

8 {1, 2, 7, 10, 11, 14, 17, 19} 8

9 {1, 8, 10, 11, 13, 14, 15, 22} 8

10 {1, 6, 9, 10, 11, 14, 17, 18} 8

11 {1, 8, 10, 11, 14, 19, 22, 24} 8

12 {1, 10, 11, 13, 14, 17, 18, 19} 8

13 {1, 4, 8, 10, 11, 14, 15, 19} 8

14 {1, 10, 11, 14, 18, 19, 20, 24} 8

Int J Adv Manuf Technol (2016) 83:753–764 759



into a higher dimensional space, which means the trans-
formation of the linear inseparable problem in the low-
dimensional space into linear inseparable problem in the
higher dimensional space.

The RBF neural network and BP neural network are
basically similar in structure, except that the transfer
function of the hidden layer node of RBF neural net-
work is a radial basis function, which is the local hid-
den layer of nodes corresponding to the input.
Therefore, the RBF neural network is often called a
local network. The RBF is characterized by a variety
of functions, and common among them is the Gaussian
function.

ϕi xð Þ ¼ exp −
X i−cik k
2σ2

i

� 	
ð13Þ

In Eq. (13),Ci is the center of the ith node of all temperature
values; σi is the parameter controlling the size of domain; ‖⋅‖
is the Euclidean norm. In general, the generalized RBF neural
network is adopted, as it continually adds hidden layer neu-
rons to make the mean square error to be a minimum value.

5 Application and verification

5.1 Experimental data acquisition

In this study, the positional machine tool errors were mea-
sured by a laser interferometer. The laser transmitter was
fixed on rails and the laser receiver was fixed on knife
holder of the machine tool. Of course, the temperatures of
the machine tool were also measured so that every mea-
sured positional error corresponded to the temperature da-
ta. Considering the structural features of the machine tool
and the actual operating conditions, 24 temperature sen-
sors were installed on important parts of the machine
spindle, screw, and similar others. The structure of the
machine tool used in this study and the arrangement of
measurement points are as shown in Fig. 3, and Table 1
shows the locations of installation of the temperature
sensors.

The sensors were evenly spaced to the possible extent,
avoiding from being too close to interfere with each other or
too far away to detect temperature incompletely. Among these
sensors, the sensor #24 that measured environmental temper-
ature was installed in the workplace.

First of all, the positional error was measured under ambi-
ent conditions (at instant of starting), and with rapid move-
ment of the machine tool axis, the temperature increased

Fig. 7 RBF neural network modeling structure. aComparison of measured
error with predicted error. b Residual error. c Trend of trained error
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continually and it was measured. This process was continued
until the machine’s temperature tended towards stability, and
when the machine tool reached the state of thermal equilibri-
um, the measurement was terminated. The data from the ma-
chine tool obtained were (1) the series of temperature T mea-
surements changing with time to obtained from 24-position
temperature sensors, {T1(t),T2(t),⋯T24(t)}; (2) the positional
errors of machine tool measured by the laser interferometer,
{Y(t)} (Figs. 4 and 5).

5.2 Reduction by RS theory

Themeasured 24 temperature variables as a condition attributes
setC can be written asC={T1(t),T2(t),⋯,T24(t)}. The position-
al errors as an outcome attributes set D can be written as
D={Y(t)}. A decision table of the system, K=(U,C∪D) was
established to form an Excel table. According to the RS theory,
the minimum reduction of condition attributes is achieved after
reducing the condition attributes in decision table K.

In this paper, for calculating the minimum attribute
reduction more quickly and easily, the data of the temper-
atures and positional errors were reduced by RS analysis
software Rosetta. Rosetta software, developed by comput-
er and information sciences of Norwegian University of
Science and Technology and Mathematical Sciences
Institute of Warsaw University, is an analysis toolkit
based on the logical data of rough set theory framework.
The following are the concrete steps in the analysis: (1)
read the data, (2) polish the data, (3) discrete the data, and
(4) reduce the data.

Firstly, an Excel table as shown in Table 2 was created
to operate in conjunction with Rosetta software. In order
to facilitate subsequent calculations and improve the ac-
curacy of reduction, the data is needed to pretreatment
primarily. And the process of pretreatment includes the
two important aspects : data complete and data
discretizate. Finally, the data were reduced and the com-
binations of the measuring points were obtained which are
shown in Table 3.

According to Table 3, 129 types of combinations can be
obtained by the reduction process, and the combinations of
the temperature measuring points can more completely ex-
press the distribution of the machine temperature.
However, in order to obtain the best of temperature mea-
suring points more quickly and accurately, the grey corre-
lation analysis was applied to screen the combinations. At
this instance, the number of temperature sensors can be
defined according to the requirement of temperature
points. In this paper, in order to reduce the number of
temperature sensors, combinations that included six and
seven sensors were selected. The selections are as fol-
lows:{1, 8, 10, 11, 14, 17}, {1, 5, 10, 11,14, 19,20}, {1,
10, 11, 14, 15,19, 22}, {1, 5, 10,11, 14, 17, 19}, {1, 2, 10,
11, 14, 21, 22}, {1, 8, 9, 10, 11, 14, 21}, and {1, 3, 5, 10,
11, 17, 18}.

5.3 Screening by grey correlation degree

Next, the grey correlation analysis was implemented to select
the best combination. Thermal error sequence Y(t) of the ma-
chine tool was regarded as the mother sequence, and the son
sequence was the measured value sequence of 24 temperature
sensors T(t). At first, the primary data were transformed to
eliminate the dimension and to make it suitable for compari-
son. In this paper, the average was first calculated and all the
data were transformed to be a new sequence by dividing it
with the average value. Then, the correlation coefficient and
degree of correlation of the mother sequence Y(t) to each son
sequence T(t) at the point of each moment were obtained. The
results are as follows:

γ0;1 ¼ 0:6116 ; γ0;2 ¼ 0:6124 ; γ0;3 ¼ 0:6001 ; γ0;4 ¼ 0:6065 ; γ0;5 ¼ 0:6081 ;
γ0;6 ¼ 0:6077; γ0;7 ¼ 0:6037; γ0;8 ¼ 0:6054; γ0;9 ¼ 0:6098; γ0;10 ¼ 0:6081;
γ0;11 ¼ 0:6061; γ0;12 ¼ 0:6082; γ0;13 ¼ 0:6060; γ0;14 ¼ 0:6036; γ0;15 ¼ 0:6214;
γ0;16 ¼ 0:6001; γ0;17 ¼ 0:6124; γ0;18 ¼ 0:6068; γ0;19 ¼ 0:6065; γ0;20 ¼ 0:6081;
γ0;21 ¼ 0:6226 ; γ0;22 ¼ 0:6221 ; γ0;23 ¼ 0:6069 ; γ0;24 ¼ 0:6231

A threshold value was set as γ 0 ¼ 1
k∑

1
k¼1γ0k ¼ 0:6095.

The conclusive points were selected from the measuring points
for which γ0k surpassed γ ': 24>21>22>15>17>2>1>9. These
temperature points could be considered sensitive mea-
suring points.

On the basis of explanation already given, the combination
of most sensitive temperature points and highest correlation
temperature measuring points were separated as {1,2,10,11,
14,21,22}. This was the expectation of the optimal combina-
tion of temperature measuring points.

Table 4 Performance comparison of the two network models

Network type The maximum
absolute deviation

Mean square
error

BP neural network 3.2374 0.71268

RBF neural network 0.0413 9.78283e−05
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5.4 Prediction of thermally induced positional error

Till now, the optimal combination of temperature measuring
points was obtained based on the RS theory and the grey
relational theory. In order to rapidly establish a model that
can reflect the mathematical relationship between the temper-
ature and thermal error at the temperature measuring points
and also accurately predict the thermal errors, RBF network
and BP neural network were adopted in this part. And, in order
to verify the overall performance of RBF network and BP
neural network model, the predicted residual errors of the
two networks were compared.

Here, the temperature data T of seven measuring points
were regarded as input variables of the network, and each
temperature input layer corresponded to a node in the net-
work. The thermally induced positional error data were
regarded as output variables Y. In the BP network, the number
of hidden layer units was generally defined by the relation-
ship, s ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

mþ nþ a
p

(where m, n was the number of input
and output units, a∈[1,10]). In RBF network, the generalized
RBF neural network was selected which could continually
add hidden layer neurons to make the mean square error to
be a minimum.

Figures 6 and 7 show the comparison between BP and RBF
network models. From these figures, it can be seen that the
residual error of RBF network is smaller than that of BP net-
work, which establishes that RBF network model predicts
more accurately. The graph of trained error becomes smooth
when the BP neural network is trained to 400 steps, and there

is almost no change in mean square error between the 400 to
200 steps, but the effect is not favorable because mean square
error cannot meet the requirements of E<ε. While the RBF
neural network is trained to reach the error condition on the
91st step, the effect of surface fitting looks good. Table 4
compares the performance of the two models. Therefore, the
prediction capability of RBF network model is better than that
of BP network model.

Finally, in order to verify the prediction accuracy of
RBF neural network model further, another set of mea-
sured data were used to verify the prediction error. It can
be seen from Fig. 8 and Table 5 that the last few points of
the residual error are zero and that the predicted values of
the positional error are in agreement with the measured
values. Therefore, it can be concluded that the thermally
induced positional error of a machine tool can be predict-
ed through the RBF neural network model based on
known temperature data. So, the modeling and prediction
method of thermally induced positional error proposed in
this paper is practicable and effective.

6 Conclusions

Thermal errors are the major contributor to the dimensional in
accuracies of a workpiece in precision machining. The error
compensation technique is a cost-effective method to reduce
thermal errors, but accurate modeling of errors is a prerequi-
site for error compensation. With this as an objective, a com-
prehensive method of rough set theory and grey correlation
analysis was proposed in this paper to select the optimized
temperature measurement points, and the RBF neural network
was introduced to model and predict thermally induced posi-
tional error of the machine tool. The summary of conclusions
from this research is as follows:

1. Rough set theory was introduced to reduce a large number
of temperature measuring points, and some combination
of measuring points could be obtained. Through this
method, the randomness of temperature field effectively
decreased.

2. The temperature-sensitive points were obtained
through the grey correlation analysis of the tempera-
ture measurement points. And optimal combination
was obtained by screening out the combination of

Table 5 The comparison of last
14 values of errors in the data Measured error −2.3 −2.2 −1.2 −1.5 3.1 3.1 4.5

Predicted error −2.2992 −2.2003 −1.1999 −1.5000 3.1000 3.1000 3.1000

Measured error 8.8 12.9 27.0 29.0 29.1 30.1 33.6

Predicted error 8.8000 12.9000 27.0000 29.0000 29.1000 30.1000 33.6000

Fig. 8 Verification of RBF network modeled with relational data
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temperature measuring points based on rough set the-
ory. The comprehensive method of rough set theory
and grey relational analysis made the temperature se-
lection reliable and accurate.

3. BP neural network and RBF neural network were used to
predict the thermally induced positional errors, and from
comparison, the prediction accuracy of RBF neural net-
work was superior to that of traditional BP neural net-
work. And the prediction reduced the influence of unpre-
dictable noises.

The proposed method effectively reduced the number of
temperature measuring points and improved the robustness
of the error needed in compensation model. However, this
research study is only a first step of the real-time thermally
induced positional error compensation. The future research
will focus on establishing a method to realize the real-time
thermal error compensation efficiently.
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