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Abstract An optimized dwell time algorithm for
magnetorheological finishing (MRF) is discussed. Based on
the D-shape of the removal function of MRF, an optimized
non-negative least-squares method is introduced to get dwell
time from a linear matrix equation transferred from the de-
convolution operation. Moreover, one kind of general surface
error map extension is developed for any shape of optics to
obtain a more precise optical surface in MRF. The simulation
results show that the non-negative least-squares method of the
constrained generalized minimal residual (GMRES) method
with adaptive Tikhonov regulation is much faster to get highly
stable dwell time distribution. In combination with the general
surface error map extension, the peak to valley (PV) and root
mean square (RMS) of the surface error of the diameter
400 mm converge from 184.41 and 21.26 nm to 7.56 and
0.632 nm with the consistency of the edge and the aperture
inside. Finally, a fabricating experiment proves the validity of
the optimized algorithm. Therefore, the algorithm developed
and presented in this paper can facilitate the MRF process
effectively.
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1 Introduction

Magnetorheological finishing (MRF) is one of the determin-
istic sub-aperture computer-controlled optical surfacing tech-
nologies, originally invented by Dr. William Kordonski and
his colleagues in Belarus and commercialized by QED Tech-
nologies in the USA [1]. Its stable removal function leads to
high convergence efficiency, minimizing the number of
measure-polish iterations, and ultimately decreases the whole
optical manufacturing time effectively. Moreover, other ad-
vantages of MRF include less sub-surface damage, fine sur-
face roughness, and no footprint on thin optics. It is widely
applied to flat, spherical, and aspherical optics in high-
precision optical fabrication processes [2—7].

Just like other sub-aperture optical manufacturing technol-
ogies, the dwell time distribution is one of the key factors
determining the result of MRF as shown in Fig. 1. The dwell
time algorithm is based on the principle that the desired re-
moval amounts of material on optics is a convolution opera-
tion of dwell time and removal function. With the develop-
ment of the sub-aperture optical manufacturing technology,
many algorithms have been established and their removal
functions have usually a circular symmetrical distribution in-
cluding conventional pitch lap [8], stressed lap (SL) [9], reac-
tive atom plasma [10], and ion beam figuring (IBF) [11].
However, the special D-shape of MRF’s removal function,
especially for the spiral path, demands algorithms dealing
with the discrete convolution model which has to be changed,
such as the Fourier transform method [12] that transfers con-
volution in one domain to an algebra product in another do-
main and methods by iterating convolution [13] at every loop
to operate de-convolution. A method getting rid of dealing
with discrete convolution directly has been discussed [11,
14, 15], which transforms the convolution format to the linear
matrix equation in algebra. This method can deal with MRF
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Fig. 1 Flow chart of MRF

easily for any scanning paths. In addition, this method allows
that space densities of dwell points and discrete data of a
surface error map are not restricted to the same values and it
provides the possibility that variant removal functions or dif-
ferent kinds of scanning paths are used in just one fabricating
process. However, because the projected area of MRF’s re-
moval function is usually smaller than the pitch lap and SL on
the same optical surface of large size, the large quantity of the
data of the MRF process and its D-shape removal function
challenge the precision and computing rate of the dwell time
algorithm. In fact, for MRF, Song et.al [15] have mentioned
the dwell time algorithm; however, its computing rate and
accuracy are limited, in particular for large data volumes of
large optics, and the spiky edge with an oscillation-like wave
on the residual surface error map is not taken into account.
Thus, in this paper, the method based on a linear matrix
equation is studied in order to establish a reliable dwell time
algorithm for MRF, which is faster and more accurate with
high convergence efficiency, especially for large optics. Then,
a general surface error map extension is developed to retrain
the spiky edge with an oscillation-like water wave on the
residual surface error map and, at last, an experiment of fab-
rication is conducted to prove the validity of the algorithm. In
Section 2, the MRF device and its removal function by
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experimental test are introduced, and the process of building
the dwell time matrix equation model is shown. In Section 3,
an optimized calculation process of the dwell time including
the constrained generalized minimal residual (GMRES) mod-
el and adaptive Tikhonov regulation are studied in detail. In
Section 4, a general surface error map extension method based
on the conformal mapping theory is established. At last, in
Section 6, results of simulation and experiments are presented.

2 Dwell time matrix equation
2.1 MRF removal function

The MRF machine has been developed, cooperating with a
team of Belarus, based on a permanent magnet shown in
Fig. 2. The components of the MRF device include a
magnetorheological fluid cycle system, a working wheel
whose diameter is 160 mm in Fig. 2, and a permanent magnet
providing a magnetic field in the working area.

The removal function means the distribution of the material
removing rate when the wheel works at just one fixed spot on
an optical surface. The removal function of the permanent
magnet MRF is also the D-shape, just like the MRF based
on the electro-magnet. A special type of magnetorheological
fluid with 0.5 um diamond powder is developed for an optical
mirror of RB-SiC material, and Fig. 3 presents an example of
the removal function produced by the permanent magnet de-
vice of MRF. Obviously, the D-shape removal function is
symmetric with the y axis. The peak to valley (PV) of the
removal function is 1589.8 nm/min for the RB-SiC material.
The parameters are that (a) the wheel rotation rate is 120 r/min,
(b) the polishing distance which means the gap between the
wheel and the workpiece surface is 1.2 mm, and (c) the flow
rate of the magnetorheological fluid is 1 I/min.

2.2 Dwell time matrix equation

MRF inherited the basic characteristics of sub-aperture
polishing from the general computer-controlled optical surfac-
ing (CCOS). When the magnetorheological fluid ribbon scans
all the dwell points through the fabricating path on an optical
surface, the total removal amount E(x;,);) at some point (x;,;)
can be described as follows.

E(x;,y;) = XN:R(xi_fj';yi_nj>‘T(§j777j) (1)
J=1

1(&;,m;) is the specific period of dwell time at dwell point (&,
77). The total number of dwell points is N. R(x;—§;,y,—1;) is the
material removal amount at data point (x;,);) on the surface
error map when the magnetorheological fluid ribbon dwells
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on the point (§;,7;). The sum format of Eq. (1) can be treated as
the 2-D convolution in algebra generally, but it is difficult to
deal with the convolution directly in MRF. As to the spiral path
on the optical surface, for example, the angle of the D-shape
removal function relative to a certain coordinate axis is variable
when the ribbon dwells on different points, and the convention-
al de-convolution method for the circular symmetrical removal
function, which is neither Fourier transformation nor the itera-
tive convolution strategy, is applied to this situation.

Indeed, the matrix product can be obtained as shown in
Eq. (3) from Eq. (1) with the help of

E(xi’yi) = eivR(xi_g_j?yi_nj) = Tij T(fjvnj) =1 (2)
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Fig. 3 MRF removal function distribution

N is the total number of dwell points as in Eq. (1), and M
is the total number of the data points from a discrete optical
surface map. Obviously, a matrix product in algebra replaces
the 2-D convolution. This dwell time computing strategy
owns many advantages. It may be applied to almost any
type of path that the MRF ribbon scans over, and the space
density of the dwell points or data points can be any value
which is suitable to grind or polish optical surface, and it
provides the possibility that variant removal functions or
different types of scanning paths may be used in just one
fabricating process as mentioned above. Therefore, this
dwell time computing strategy has a wide application in
MREF. With the help of

e h rino o rn iy
e t r r oo

e= ||, =2 R=| 2 @4
epm Iy ™M1 YM2 T TMN

Eq. (3) can be expressed as
Rt = e,t>0 (5)

R can be called the removal function matrix in Eq. (5), e is
the initial surface error distribution on the optical surface, and ¢
is the period of dwell time distributed at different dwell points.

3 Optimized non-negative least-squares method

In the MRF process, the removal function matrix whose
rows and columns correspond to the number of data points
and dwell points, respectively, is usually a large sparse ma-
trix, especially for large optical surfaces. Thus, the calcula-
tion process rate, the final precision of the residual surface
error, and the stability of the dwell time which is just the
solution of Eq. (5) are both needed to be studied in
particular.
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3.1 The generalized minimal residual method
with non-negative constraint

According to Eq. (5), the process to obtain the dwell time is a
typical non-negative least-squares (NNLS) problem in math-
ematics. With the aim of solving Eq. (5), the format of the
dwell time NNLS problem is presented as

1
minimize f() = 3 |[Ri—e||*, =0 (6)

Equation (6), in fact, optimizes the root mean square
(RMS) of the residual surface error distribution of the optics
to be minimal.

There are many algorithms to deal with Eq. (5), in order to
obtain the non-negative solution. For example, in MATLAB
software which can be easily achieved, the finls function [16]
which is modified based on the Lawson-Hanson algorithm
[17] is specialized to solve Eq. (5). However, the computing
rate is too slow although fnnls is faster than the original
Isgqnonneg function in MATLAB.

Many least-squares methods without non-negative con-
straints own a high rate and accuracy for large linear matrix
equations. The generalized minimal residual method
(GMRES) is a typically fast projection method for solving
linear systems [18] based on the Krylov subspace method.
In [18], Yousef Saad gives the details of this method and its
improvement. Without considering the non-negative con-
straints, the solution of Eq. (5) can be solved by GMRES,
and the least-squares solution is f,,,. Apparently, Z,,, usually
contains both negative and non-negative elements, but in real
application, the dwell time cannot be negative. Thus, the neg-
ative elements can be set as zeros directly to obtain the non-
negative dwell time distribution ,,g,,,»

_ tgmra lf‘ tgerO
tngmr - { 07 lf< tgmr <0 (7)

3.2 Adaptive Tikhonov regulation

The constrained GMRES method (CGMRES) mentioned
above has two problems. The first one is that the residual
surface error is so terrible for the MRF process if negative
elements are set to zero directly. And the second one is that
the dwell time distribution will be sensitive to the noise of
initial surface error distribution e, resulting from environment
temperature fluctuation, mechanical vibration, interferometer
error, and so on, which cannot be avoided during the measure-
ment process. From the view of algebra, Eq. (5) is a typical
discretization of a linear inverse problem which generally
gives rise to ill-conditioned linear systems with an ill-
conditioned matrix R of ill-determined rank in MRF. Knowl-
edge in algebra has proved that the stability or sensitivity of
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the dwell time to the noise of initial surface error depends on
the ill-conditioned degree of matrix R, that is, the more ill-
conditioned R is, the more unstable the dwell time solution
will be. In fact, even though a high precise residual surface
correctness is obtained by the slow non-negative method such
as fnnls, the stability of the dwell time is still a problem.

To guarantee the precision of the residual surface shape
correctness and the dwell time’s stability, an adaptive
Tikhonov regulation (ATR) [19-21] is introduced.

With the help of regularization parameter (3, Eq. (5) can be
expressed as

(R'R+ pBI)t = R"e,t>0 (8)
The optimized goal is

mmWMe/vy:ﬂmﬁ42+mmﬁﬁzzo 9)

In algebra, the introduction of the regularization parameter
O plays a key role in stabilizing the solution of dwell time. The
larger (3 is, the more stable the dwell time is; however, the
greater the departure from the real MRF process will be. The
converse is true. On the other side, in MRF, the regularization
parameter (3 has a physical meaning. According to Eq. (9), 3
plays a significant role in trade-off between the period of fab-
ricating time which is exactly the total dwell time and the
residual surface error. An adequate beta means a shorter total
dwell time and less residual surface errors. The regularization
parameter (3 is usually achieved by the mature L-curve method
[22, 23], but its time-consuming property cannot satisfy the
demand for MRF with regard to the calculation rate.

With any initial value of beta, the adaptive Tikhonov regula-
tion always regulates beta close to the prefect value by iteration
in accordance with Eq. (10). Although the final value of 3 is not
perfect, it is suitable to find a dwell time solution for MRF.

He*Rt k
ngmr

ngmr
where 37! is the (k+ /)th modified regularization parameter,
tngm,k is the dwell time solution by the constrained GMRES
according to Eq. (7) in the kth iteration. When the difference of
solutions between two consecutive iterative cycles is small
enough, the iteration is stopped (see Eq. (11)).

2
2

ﬂk+1 — ]Il

2

2 2
¢ k1| — k
ngmr 5 ngmr ||,
; <5, 620 (11)
t k
ngmr ||,

The combination of CGMRES and adaptive Tikhonov reg-
ulation with only several iterations to stopping the criterion in
real application not only insures the calculating rate and the



Int J Adv Manuf Technol (2015) 81:833-841

837

accuracy of residual surface shape correctness but also guaran-
tees the stability of dwell time. The advantages of this method
are in solving the dwell time distribution of large optical surfaces.

4 General surface error map extension
4.1 Initial surface error

The dwell time algorithm mentioned above has seen a success
in MRF, but simulation shows that the residual error at the
edge is larger than that within the inner diameter of the optical
surface, even though the edge effect of the removal function is
considered. The residual error at the edge area has a spiky
shape usually with oscillation like a water wave. In fact, in
the image restoration, this phenomenon is named as ringing
effect [24]. The main reason is that the discontinuity of the
surface error at the edge of optics results in incomplete con-
volution. Since the MRF ribbon can walk out of the optical
surface unlike stressed lap or traditional pitch lap, it provides a
possibility to retrain the ringing effect at the edge area by
considering changes of removal function at the edge area.
One of the possibilities solving the problem above is to
extend the initial surface error. Because the optical surface is
to be continuous in curvature, the joint area of the surface error
map must be smooth and continuous, which means it is con-
tinuously derivable in mathematics. The optical surface error

Fig. 4 Extension based on

map may be of any shape including square, rectangle with
rounded corner, circle, ellipse, and sector. Common extended
methods in image restoration, such as periodic extension,
symmetrical extension, zero-fill extension, edge filtering,
and usual extrapolation, cannot meet the above demands. In
[11], the 2-D Gerchberg extension is a proper method but it
needs some time to run many iterations in order to get a con-
tinuously extended surface.

Thus, a fast general surface error map extension method is
developed, which is meaningful not only to MRF, but also to
IBF and other means that can walk out of the optical surface in
optical fabrication processes.

4.2 Conformal mapping process

A conformal mapping process based on the conformal map-
ping theory [25] in complex variable methods was developed
to extend the surface error map, by which an extrapolation is
translated to an interpolation. Given a region of D whose
coordinate is (x, y) on the complex z-plane in accordance with
complex analysis and f: w=£{z), where function f'is a frac-
tional function, is a conformal map of D onto another region E
whose coordinate is (u, v) of the complex w plane; the two
planes have the relationship

conformal mapping. a The initial
surface error map in region D, b
transformed map in region E, ¢ 1

map with Biharmonic Spline
Interpolation in region E, d
inverse transformation onto
region D
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Fig. 5 The ®#400-mm optics. a The initial surface error map, b the residual surface error map without extension

or {x:xW”) (13)

y=y(u,v)

Considering the constraints of 2-D extrapolation in map
extension in image processing, the 2-D interpolation is much
easier by the information from other surrounded points. To
reach this goal, Eq. (14) can be devised.

1
w=— (14)
z
Thus, the relationship of the coordinates is
X
U=——-
x2 + y2
5 (15)
X%+ )2

Figure 4a, b presents an example of the process mentioned
above. In fact, with the transformation based on Eq. (15), the
discrete data points are distributed in the infinite area, but most
of the data points concentrate in the area not far from the
center in region E. Thus, data points in the limited area are
chosen for interpolation as shown in Fig. 4b.

By the Biharmonic Spline Interpolation [26], an extended
continuous map is built in region E as shown in Fig. 4c. Then,
an inverse transformation of coordinates is necessary with
Eq. (16) to obtain the extended surface error map in the orig-
inal region D as shown in Fig. 4d.

u
X=—-
w4V (16)
YT 2

This method combing conformal mapping with a proper
interpolation can be widely used in extension of any shape
of image as long as regions are connected, and also it needs
less calculated quantities. In the field of the optical fabrication,
arbitrary shape regions of the optical surface maps can be
extended by this method and this is the reason why it is called
a general surface error map extension.

5 Simulation and experiment

Simulations and experiments were conducted to demonstrate
their advantages and validity of the algorithm in this paper.

Table 1 The testing results of the

CGMRES plus ATR Diameter/ mm R dimension Computing rate/s Io] PV/nm RMS/nm
M N
100 7736 11,720 4.18 0.310 63.90 3.71
200 30,921 38,763 10.91 0.081 36.82 1.49
300 69,691 81,513 20.68 0.070 29.95 1.37
400 123,817 139,971 38.47 0.075 27.28 1.29
500 193,694 214,137 65.44 0.068 26.44 1.26
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Table 2 The testing results of the L-curve and finls

Diameter/mm  Computing rate/s I} PV/nm  RMS/nm
L-curve fnnls

100 676.57 113031  0.152  52.65 3.45

200 3450.51 533282 0.043 3432 1.34

300 8281.21  12,068.26  0.041  30.83 1.32

400 18,218.68  18,706.03  0.039  26.12 1.29

500 29,149.88  26,288.64 0.038  25.73 1.26

5.1 Simulation test for differently scaled optics

First of all, the computing rate and the accuracy of the algo-
rithm of CGMRES with ATR are proved with a small removal
function produced by the working wheel whose diameter is
160 mm. Its spot size is about 5 mmx 15 mm as shown in
Fig. 3. The real basic optical surface is a circle RB-SiC mirror
with 400 mm diameter in Fig. 5a, which is expended or
compressed by adjusting values of pixel resolution to different
scales that are 100, 200, ©300, and 500 mm, and then, the
value of pixel resolution that is just distanced between adja-
cent data points is kept as 1 mm/pixel by interpolation. Thus,
the values of surface shape accuracy are kept almost the same
as PV 179.125 nm and RMS 21.26 nm. In the virtual simula-
tion, the spiral path is adopted and the space density of dwell
points and data points is nearly the same. In addition, the edge
effect of the removal function at the leading edge is taken into
account [27]. The algorithm of CGMRES with ATR is imple-
mented by MATLAB-2010b in the Windows system PC with
Intel Eight-Core i3 3 GHz CPUs and 16 GB memory.

The testing result of the CGMRES plus ATR is presented in
Table 1. With the increase of the scale of optical surfaces, the
number of surface data points (M) and dwell points (V) rises
rapidly. N is a little larger then M since the MRF removal
function always dwells outside of the optics. Computing rate
means the time consumed in solving Eq. (5) by algorithm of
CGMRES plus ATR. Approximately 1 min is taken by the PC
whose specifications are not particular in industry application,
while sparse R dimension is up to 200,000 % 200,000 for optics
of 500 mm. The ultimate shape accuracy of differently

Fig. 6 The simulation with
surface extension. a The initial
surface with extension, b the
residual surface error map of
$400 mm

scaled surfaces is enough in real application although the PV
and RMS of ¢100 mm surface are not so good, which exactly
proves that the space frequency of the surface error map plays
a significant role in convergence of optical fabrication pro-
cesses. In fact, many other available algorithms have been
studied, and Table 2 gives testing results based on MATLAB
with the same PC. To compare with CGMRES plus ATR, the
termination tolerance and iterative maximum number of L-
curve and finls are modified to guarantee accuracy with high
computing rate. The PV and RMS of L-curve and finls are
almost the same with those of CGMRES plus ATR; however,
the time of L-curve and fin/s is much longer. To the ¢100 mm
optics, computing time of L-curve and fiunls is up to about half
an hour comparing with several seconds of CGMRES plus
ATR, and when it comes to ¢£500 mm optics, about 15 h have
to face with the challenge of just about 1 min. Also, anyone
cannot ignore the regularization parameter § in Table 1 and
Table 2. The 5 of CGMRES plus ATR is generally less than
that of L-curve, but the values are very near for equally scaled
optics to ensure the stability of dwell time solutions. Thus, in a
summary, the dwell time algorithm of CGMRES plus ATR
provides an extremely fast computing process with high ac-
curacy and stability in MRF.

The point necessary to emphasize is that CGMRES plus
ATR is also suitable to larger optics, just like 1 m scale or larger.
On one hand, for larger optics, the bigger working wheels will
be used, such as diameter 200 and 370 mm wheels provided by
QED, and as a result, the space density of dwell points and data
points can be sparser and the R dimension will not be much
larger. On the other hand, although R dimension becomes larg-
er, the combined method is predicted to maintain its computing
rate and accuracy in a content degree according to Table 1.

5.2 Ultimate residual surface error of simulation

Evaluating the residual surface error not only depends on the
values of PV and RMS but also on the error distribution of the
surface map. General surface error map extension is used to
restrain the ring effect of the surface edge shown in Fig. 5b.
The surface is extended smoothly and continuously with the 2
time length of MRF removal function shown in Fig. 6a. Then

0
-100 X(om) 100 ~_~"100
200" 200

Y (mm)

(b)
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(a)

Fig. 7 Experiment of fabrication. a The fabricating process, b the final surface error

a virtual fabrication is simulated to the extended surface by
considering the edge effect at the leading edge. The sub-
aperture residual error map that we needed was measured as
shown in Fig. 6b. Obviously, the residual error of the edge is
smooth just like inner parts without spiky shape and its oscil-
lation like a water wave. At the same time, the values of PV
and RMS reach 7.56 and 0.632 nm, respectively, which are
less contrasted with that of diameter 400 mm in Table 1.
Thus, introducing general surface error map extension not
only restrains the ring effect of the surface edge effectively
but also optimizes the values of PV and RMS of the whole
surface error map. Because the outer dwell time beyond one
time length of removal function has no influence on the fac-
tual initial surface error part, it can be abandoned in the real
fabricating process.

5.3 Experiment

In the experiment, the (400-mm plane RB-SiC mirror men-
tioned in Section 5.1 was processed. Figure 7a shows the fab-
ricating process with the ¢©160-mm wheel. After 9.5 h of just
one cycle, the result is that the PV and RMS of the ©400 mm
mirror is finally 52.23 nm and 6.069 nm, respectively, and the
edge is consistent with the other parts on the mirror in Fig. 7b.
Compared to the simulated result in Fig. 6b, the actual residual
error is larger. Many reasons of the departure between the sim-
ulated and actual result are analyzed: (a) the testing precision is
crucial, which is often affected by many elements in the lab
including environment vibration and atmosphere disturbance,
(b) simulation is based on the discrete fixed dwell points which,
however, are scanned continuously in real fabricating process,
(c) the material homogeneity of RB-SiC of this mirror is a role
which cannot be ignored and (d) the removal function
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distribution of MRF is not absolutely stable and the experimen-
tal testing of removal function distribution is repeated with
some little arbitrary error every time. Although the departure
exists, the experimental result has proved the validity of the
optimized algorithm in this paper.

6 Conclusions

Based on the non-circular-symmetrical removal function in
MREF, the de-convolution format of dwell time algorithm is
transformed to a linear matrix equation. Then, a non-negative
least-squares method of CGMRES combined with the adap-
tive Tikhonov regulation is studied to ensure the accuracy and
stability of dwell time solution as well as a much faster com-
puting rate. Finally, by developing the general surface error
map extension, a more accurate optical surface is obtained.
The simulation for optical surfaces of different diameters
showed that CGMRES with adaptive Tikhonov regulation
can deal with the dwell time within several minutes with high
accuracy and stability, which is much faster than the easily
available common method. The PV and RMS of simulated
fabrication for 400 mm converge from 184.41 and 21.26 to
27.28 and 1.29 nm, and ultimately to 7.56 and 0.632 nm with
the help of the map extension. Finally, the good results of the
fabricating experiment prove the validity of the optimized
algorithm. In conclusion, an effective dwell time of MRF
can be fast obtained by the algorithm of CGMRES plus adap-
tive Tikhonov regulation with the general surface error map
extension. Moreover, this algorithm not only instructs MRF
process effectively but also could be widely applied for other
computer control optical surfacing processes.
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