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Abstract Excellence in manufacturing systems has been rec-
ognized as one of the main factors behind the success of in-
dustrial companies or production companies. New technology
for manufacturing processes plays a significant role in this
process. Achieving the potential of technological innovations
in production, however, requires a wide range of management,
as well as engineering issues related to the system. The han-
dling capacity of advanced materials is essential because with-
out this ability of providing the material needed for the proper
workstation at the right time and in the right amount, the
whole plant will become “bogged down.” This makes it less
efficient and thus produces less profit, and/or it operates at
higher costs. This paper proposes two approaches for the
dispatching of AGV (automated guided vehicle) using sys-
tems fuzzy. The first use hierarchical fuzzy rule-based model
building in which the main feature is to make the base of fuzzy
rules is smaller and simpler but with high coverage and inter-
pretability. The second use adaptive genetic fuzzy system with
simple prediction in which the main feature is to increase the
sensitivity of the system about the variables. Both approaches
using multiple attributes and having the objective decrease the
makespan in a FMS (flexible manufacturing system).
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1 Introduction

There is a widespread perception that material handling is a
key component in reaching flexibility, manufacturing, energy,
and agility goals. Material handling technology to address
these concerns is the automated guided vehicle (AGV). An
AGYV is a mobile robot/vehicle used to transport materials in
manufacturing environments, designed to receive and execute
instructions, follow a path or track, and receive and distribute
materials. The vehicles generally follow a path that can go in
many directions and can usually be easily reconfigured ac-
cording to the manufacturer’s plant. Instructions for an AGV
show where the vehicle should move, how to reach the desti-
nation, and what to do when it arrives there [1].

1.1 General problems related to AGV

automated guided vehicles (AGVs) are popular materials
handling systems in automated processes, flexible
manufacturing systems, and even in container handling
in ports [2—4].

Many projects related to AGV have been proposed. There
are several points inherent to the problem that increasingly
seeks improvement for greater flexibility, competitiveness,
quality, etc.

Different objectives can be found in the literature as to
minimize the total transport cost of the path, minimizing travel
distance or minimizing the travel time [5].

Le-Anh and De Koster [6] are presented a review of
the development and control to automated guided vehi-
cle systems. The authors cite the key issues that involve
the automated guided vehicle systems, such as amount
and type of vehicles, routing, position of the idle vehi-
cle, battery management/fuel ratio, deadlock resolution,
and scheduling of vehicles.

@ Springer



616

Int J Adv Manuf Technol (2015) 79:615-625

1.2 Dispatching of AGV

Dispatching is an important issue for management and control
of AGYV, as stated by the works [3, 6, 7] and remains today
because of the amount of related research in the literature.

The problem of dispatching automated guided vehicles
(AGVs) is to choose the best way of designating a particular
AGYV to transport any demand. The choice should take into
account specific criteria of performance for the production
system.

The first work related to the rules of dispatching AGVs was
motivated by creating simple rules that evaluated a determined
point system, as in

Egbelu [8] presented a dispatching rule, called demand-
driven (DEMD), with the main objective to meet the idle
workstations, with the low number of parts in its input buffer
and also workstations blocked by excess parts in its output
buffer, thus, reducing idleness and possible blockages of the
workstations.

Bartholdi lii and Platzman [9] presented the rule first-
encountered first-served (FEFSI) aiming to deliver loads as
fast as possible for multiple AGVs operating in a simple path
of closed loop.

Han and McGinnis [10] proposed the rule most significant
move (MSM), which calculates the priority index for each
workstation requiring transportation.

Taghaboni [11] proposed the rule most critical output
queue with look ahead (MCQL) which is a variation of the
rule MROQS based on a critical index and a priority index.

Over time, some researchers realized that by reflecting on
more than one aspect to take decisions, they could obtain
better results, as in

Kim et al. [12] proposed a dispatching rule for AGYV,
with the main objective of balancing workloads among
workstations. They proposed an equation for this com-
posite of several variables, involving the current state of
the “shop-floor.”

Tan and Tang [13] proposed a dispatching rule that consists
of multiple attributes, using the fuzzy inference method called
Takagi and Sugeno and also a genetic algorithm for the selec-
tion of weights between scores. The main purpose of this
study was to link the fuzzy variables of the system.

Jeong and Randhawa [14] proposed a dispatching rule for
AGV-type “vehicle started” composed of multiple attributes,
assigning weights to each attribute by using an artificial neural
network.

Benincasa et al. [15] presented a model for defining a rule
for dispatching of AGV-based fuzzy systems. They consid-
ered three input variables: distance between the AGV and
the workstation, the number of nodes between the AGV and
the workstation, and the remaining space in the output buffer
of the workstation requester. It created a rule base manually
with all possible combinations.
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Umashankar and Karthik [16] proposed an intelligent ap-
proach of dispatching AGVs based on multiple criteria of a
fuzzy logic controller, which simultaneously takes into ac-
count various aspects in every dispatching decision. The con-
troller operates in two phases, the first phase to determine
which AGV will be selected considering the use of the
AGYV, the distance from the AGV to the work center, and the
output buffer. If there is a tie, to resolve the conflict, the second
phase considers the scheduling content and process priority.

For relevant searches in the subject, some authors claim
that a negative point of dispatching rules is that their decisions
are based on present information, and that further details of the
processes being considered for decision making could contrib-
ute greatly.

Naso and Turchiano [17] adopted a strategy for multi-
criteria decision to take into account multiple aspects in every
dispatching decision. It is used for hierarchical fuzzy decision-
making in conjunction with genetic algorithms to weigh the
variables of greatest impact and generate the hierarchy. It was
incorporated in the work a variable that the authors call
chaining of tasks, which are checked destinations which lead
to other services, forming a chain of tasks.

Hidehiko [18] proposed a classification system that deter-
mines a hypothesis priority using ranking to improve the effi-
ciency of the “reasoning to anticipate the future” (RAF).

Smolic-Rocak et al. [19] presented a method for dynamic
routing of supervision and control of multiple AGVs. To solve
the problem of the shortest path dynamically, the dispatching
method proposed uses a window of time in a vector form.

The authors Chiba et al. [20], based on the assertion that the
problems related to the environment of automated guided ve-
hicles, more specifically, the problems of modeling the path of
the AGV and routing of AGVs are linked, showed a cooper-
ative co-evolutionary approach, which considers using a ge-
netic algorithm evolution of the two problems together.

1.3 Fuzzy system

Fuzzy systems, which are basically systems with variables
based on fuzzy logic, have been used successfully to solve
problems in many areas, including pattern classification, opti-
mization, and process control [21, 22]. The question of how to
form a set of fuzzy rule base directly from a given set of data
has attracted the attention of many researchers [23-30].
Developing a fuzzy model which reproduces the represen-
tation of expert knowledge for a particular problem is not a
trivial task. Therefore, the addressed problem and the vari-
ables that affect it should be studied in-depth. Many ap-
proaches have been proposed to collect data and create knowl-
edge models to solve particular problems. Consequently, the
aim is to improve the performance. Even for a specialist in the
area, considering the correct contribution for each rule,
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creating the necessary amount of rules which represent the
problem without being redundant and conflicting, becomes a
hard task.

Wang and Mendel’s method proposed in [28] to automati-
cally generate a fuzzy rule base has been widely used due to it
being less complex and also the fact that it produces rule bases
with relatively low rates of good classification and no conflict-
ing or redundant rules [31].

In [32], a method for the automatic project of hierarchical
fuzzy systems using Takagi-Sugeno inference is shown [23].
The proposal is to define different hierarchical structures in-
teractively using evolutionary methods, evaluate them until
the best one is found among the possible candidates. The
approach shows efficient results for different classes of prob-
lems such as identification, prediction, and classification.

Gedeon et al. [33] propose the construction of a fuzzy rule
base for the hierarchical classification problem whereby once
the rule base is reduced by the proposal, the better the perfor-
mance of the inference system is. More details of the method
will be presented in Section 11, as they are used in this paper.

Sugeno and Yasukawa [34] present an approach for quali-
tative modeling using fuzzy logic. Considering this, the fuzzy
model (input and output variables, rule base, etc.) and the
linguistic approximation modifiers (very low, more or less
high, etc.) must be defined. The definition of the fuzzy model
consists of identifying the structure and parameters of the
functions in the domain’s input.

This paper proposed two different approaches of construc-
tion of fuzzy system applied on AGV dispatching in FMS.
The first calculates the contribution of each variable on the
system by means of an initial rule base and ,after, creates a
hierarchical of rules based in contribution previously calculat-
ed. The second generates an extensive rule base and use ge-
netic algorithm to optimize the initial fuzzy rule base.

2 Approach I—hierarchical fuzzy rule-based (HFRB)
model

The approach I to construct a hierarchical rule base was de-
veloped in [33]. The first step of the method is to determine,
from the set of input data, the linguistic terms that form the
fuzzy rules of the system. The rules are constructed by map-
ping the relationships of available inputs-outputs and the lin-
guistic terms. As the input values cut more than one term in
the field, the higher value relevance term is then considered.
After generating the rules, the redundancy is eliminated. The
Mamdani inference system is used in this model.

The next step of the method is to build the levels of hier-
archy. Taking this into account, the contribution of each var-
iable in the system is considered, where the top levels belong
to the variable whose contribution is the most important for
the fuzzy model. The contribution measure which is used is

the regularity modified criterion (RMC), it is a variant of
regularity criterion proposed in [34]. Thus, for each input
variable Ci, there is a value of regularity criterion (RC),
where the lowest value found belongs to the most impor-
tant variable in the system. After determining the hierar-
chy of variables in the system, the construction of the
base starts from the top levels. Considering the T linguis-
tic terms of the top variable, each term generates a sub-
level in the hierarchy. Each sublevel takes a term and
leads it to another level. For the last variable considered,
the sublevels will lead toward the rule output.

The next step of the method is to reduce the rule base by
eliminating certain sublevels of the hierarchy. Taking this into
account, two factors are considered:

+ If the classification output is the same for all sublevels, it
can be moved to the level above the sublevel where it is
located.

» If the classification output can be interpolated by two
neighbors, it can also be removed.

2.1 Regularity criterion

As mentioned before, Sugeno and Yasukawa [34] propose an
approach for qualitative modeling using fuzzy logic. Out of all
the features presented, we discuss here only the method of
identifying the fuzzy model structure, which is described
below.

The model structure contains the rule base, the range
that the variable values assume and their respective func-
tions in this area. From a set of input variables (x1, x2,...,
xk), are candidates belonging to the fuzzy system, a selec-
tion is established following a determined criterion which
can investigate which variables most affect the system
output. The criterion used is the regularity criterion
(RC). Thus, not all the variables that affect the system
will belong to the fuzzy model, but only those that are
most relevant.

First, the data must be divided into two groups: A and
B. These groups will be used to create the fuzzy model, as
the model structure is identified from the examples. The
RC value is obtained by expression (1) where the vari-
ables are added one by one, considering the lowest value
of the RC obtained. For each iteration of the identification
algorithm, a new model according to the variables already
added is created.

Vieira et al. [35] propose a change to the method at this
stage of identifying the variables to calculate the RC. The
selection is done in the same way: by choosing the lowest
RC variable; however, the highest RC variable is excluded
reducing the options of choice in the next iterations. Accord-
ing to the authors, this feature reduces the number of
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interactions at each stage of the algorithm, also reducing the
computational time.

KA

KB
RC= 3" (018 ha+ > (0BP4)?] 2 (1)
i=1

i=1

where

* KA and KB represent the amount of data of each group A
and B;

«  y*andyP P represent the output values of each row i of
data from groups A and B,

B represents the output values obtained by inferring the
entries of row i of group A in the model created from the
data of group B, and

«  yP* represents the output values obtained by inferring the
input of row 7 in group B in the model created from the
data of group A.

The fuzzy model method uses the fuzzy c-means clustering
technique to determine the number of rules. By using a pro-
cedure to project the input values in the cluster, the rules and
their respective trapezoidal functions can be determined by
approximation. The number of rules is obtained in relation
to the number of clusters given by expression (2). The number
of clusters is increased one by one, until the value obtained in
S (c) reaches a local minimum. More details of this process
can be obtained in [34].

N c m 2
€)= 323 ) (st @

where

e N is the amount of data to be clustered;

e ¢ is number of clusters, ¢>2;

* Xy, kth data of the data set;

* xaverage data x, xp, ..., X,;

* v; vector representing the center of cluster i;

* |||l standard;

*  uy, degree k in the given cluster ;

* m weight adjustment, varying in the range of m=[1.5, 3];

2.2 Regularity modified criterion
As described in the subsection 2.1, one of the steps to identify

the structure of the fuzzy system is to determine the extent of
contributions or how many and which variables most affect

@ Springer

the system output. According to this principle, this measure is
used in the approach to determine which levels of the variables
will be evaluated when constructing the hierarchical rule base.
In this propose, to create the model used in expression (1)
from the automatic method of creating rules proposed in
[36]. Thus, the same procedures are equivalent to the remain-
ing steps of the method in the Subsection 2.1, which are divide
the data set into two groups and add the candidate variables
belonging to the system one by one.

The proposed method does not include automatic identifi-
cation of parameters as in [34]. However, due to the fact that it
is a method which is easy to implement and is widely known
in the literature, it can be considered convenient to use.

2.3 Evaluating regularity modified criterion

As away of evaluating this stage of the approach, the same set
of data presented in [34] was considered. As mentioned in the
previous chapter, the approach proposed in this paper does not
cover the generation of function parameters and therefore is a
default of the areas/domains. As in [34], trapezoidal functions
are defined, the same feature can also be considered. The
following figure (Fig. 1) outlines the areas of input variables
and their respective sets:

Table 1 presents the results obtained by calculating the
regularity criterion in its original proposal (RC) and its mod-
ified version (RCM).

Although the data used are the same for the RC and RCM
calculations, the results are different because the definition of
parameters in the dominion/area is distinct. Nevertheless, it is
worth noting that what prevails here is the ability to charac-
terize the extent of contribution of variables in the system.
Thus, the method of generating Wang and Mendel’s can gen-
erate the knowledge base from examples as a way of learning,
thereby, suggesting a model for the data.

3 Approach II—adaptive genetic fuzzy (AGF) model

Some considerations make the most important considerations
in developing an effective approach to the problem of vehicle
dispatching in manufacturing systems. The first is the ability
to consider multiple variables they are from different organi-
zational levels. Another concern is the possibility of having
more than one goal and that they can swap at runtime.

The variables to be considered often have linguistic quan-
tifiers, and consideration of them to reach a final decision
becomes a complex problem. Fuzzy logic has been used suc-
cessfully in several approaches, for within its features, some
features stand out as providing a mathematical framework for
modeling systems loosely defined, overcomes the rigidity of
classical logic allowing degrees of membership and provides
core decision based on rules described in natural language.



Int J Adv Manuf Technol (2015) 79:615-625

619

Fig. 1 Domain/area of the
variables x1, x2, x3, x4, and out of
range [11, 15]

Initially seeking a specialist and in literature variables with
the greatest impact on production systems, such as distance,
buffer, delivery date, etc. so having set the variables to be used
is created fuzzy knowledge base (Fig. 2). Another important
point is that fuzzy logic is favorable for integration with other
computing methods, such as neural networks and evolution-
ary algorithms [37]. Therefore, if the rule base constructed
initially not present satisfactory results, you can add other
methods to refine the rule base and reaching a balance be-
tween coverage and interpretability. Because it is finding good
solutions in short periods of time, the use of genetic algo-
rithms for automatic refinement of the rule base is an option
(Fig. 3).

Another advantage of this proposal is to predict the AGV
dispatching, the modeling of the scenarios in Petri nets and the
possibility of changing the ultimate goal, it is possible to con-
trol the stock and control its costs.

Most companies have a mix of production of different prod-
ucts, often coming to the hundreds. Thus, it becomes very
difficult, if not impossible to make a forecast of demand for
each product manufactured [38]. The company must choose,
according to the manufacturing environment, demand, and
management characteristics levels of its production and may
be obtained from the company’s financial improvements, waste
reduction, and maximization of available resources [38].

Minimizing the makespan, which is produced more in less
time, the stock remains at high levels, which means a higher

Table 1  Results obtained in RC and RCM

Iteration Variables Value RC Value RCM

1 X1 0.630 1.327
X5 0.863 2.091
X3 0.830 2.405
X4 0.937 2.966

2 X1-X3 0.424 0.86
X1-X3 0.571 1.208
X1-X4 0.583 1.345

3 X1-Xp X3 0.483 0.564
X1-Xp X4 0.493 0.598

probability of responsiveness to customers and can give rise to
the creation of buffer stocks which have the function of
protecting the system when demand and spare time vary over
time. This favors lower costs inversely proportional to the
amount stored. This case evaluated the following variables:
distance, number of nodes, the input buffer, and output buffer.

Working tardiness, which is produced according to de-
mand, the stock remains at low levels, which means less
chance of reducing the rates of wasting. This favors lower
costs directly proportional to the amount stored. This evaluat-
ed the following variables: distance, number of nodes,
chaining of tasks, and delivery date.

Distance represents a measure of distance between the
AGYV available and the workstation requester.

Number of nodes represents the number of nodes between
the AGV available and the workstation requester. A node or
intersection can be described as the junction point between
two tracks, serving as a kind of semaphore to control
collisions.

Input buffer and output buffer, not letting the input buffer
completely empty and/or the output buffer is filling of a way
of trying not to let the workstation stopped, as a result spend
less time.

Chaining task is when a task leads to another, i.e., an AGV
delivers a part on a workstation 1 and press a part to take to
workstation 3, which in turn carries a part to workstation 7.

Delivery date, this variable is crucial for production to or-
der and meeting deadlines.

Each input variable and output variable was divided into
five symmetric triangular partitions, thus, better representing
the problem.

Next, the created rule base comprised all possible among
the four input variables. Four variables were divided into five
partitions that is equal to a total of 625 rules, created by hand
from the expert knowledge show in Fig. 3.

The genetic algorithm is used to refine the initial rule base,
making a balance between interpretability x coverage.

The rules are coded by real numbers that represent the
index of fuzzy sets that appear in the antecedent and conse-
quent part of the rule. The initial population is the basis of
rules established earlier.
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Fig. 2 Knowledge base of the
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The fitness function is defined based on an error measure,
the medium square error (MSE) over a training data set, which
is represented by the following expression:
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The dynamic nature and uncertainty of the environment,
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v »  Firstis the moment that there is a request for transportation
and must be assigned to an AGV. On most systems, only
the free AGVs enter the contest for shipping, which can
occur is that a busy AGV will finish its task in a short time,
and when this occurs, it will be in a position more feasible
to fulfill the pending request. Thus, the proposal incorpo-
rates the decision these possible AGVs.

The second is when there are one or more idle AGVs.
Instead of them staying put until there is a request for
transport, it does a check on processing times of the

where N is the total number of training examples, e; is the
output value obtained from the system using the rule base
coded in C; and ey, is the known desired value. The best chro-
mosome is the one that minimizes the function (3).

The genetic operators utilized in this work are one-point
crossover, standard mutation, and the stochastic universal
sampling selection, together with the elitist strategy.
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workstations, selects those with a shorter time to finish the
task, it is the account of priority and sends the AGV al-
ready even before the workstation makes the request for
transport.

Basic modeling in Petri nets, the scenario that will apply
the method, appears to each workstation, and each node in the
transportation routes is a resource to be used by a vehicle at a
time, that happens in real factories and often disregarded in
studies in the literature, which can load and unload more than
one vehicle on the same workstation at the same time, or two
vehicles passing through a node (intersection) in the same
time.

4 Computer experiments

The flexible manufacturing system (FMS) case considered
in the study was built in a software simulation. The FMS
consists of six manufacturing machines with a limited
production buffer, an AGV, a loading station, and an
unloading station. The factory was simulated in Simio
software based on the model shown in Fig. 4, and Petri
net model was created in CPNtools software (Fig. 5).
For the simulation tests, the following conditions were con-
sidered: there is only one operation at a time in a workstation;
the capabilities of the machine buffer are limited; the travel

distance between the workstations and AGV are known, and
the AGV speed is constant; each type of piece requires a set of
tools; the installation times are constant; and the considered
AGYV is a unit load device.

Table 2 shows the distance between the points of loading,
unloading, and workstations. Table 3 shows the number of
nodes (crossings) between the points of loading, unloading,
and workstations.

Table 4 shows the sequence of production for each product.

All matrices support for creating a dynamic allocation table
to help control and dispatching AGVs.

The aim of the fuzzy model proposed in [15] is to consider
some input variables in order to obtain a decision in relation to
the priority of service to workstations with pending resource
requests. Thus, the priority value returned by the fuzzy system
classifies each one of the AGVs in the manufacturing system
making it possible to choose the best ranked AGV. The rule
base generated for the system corresponds to all the possibil-
ities of relating among the input linguistic terms, i. e., 3x3x
3=27 rules.

Based in [15], the implementation using a fuzzy rule hier-
archy was analyzed, was described in this paper and compared
to the application of the FIFO rule (first-in first-out), described
in the literature as simple rules, and compared to the original
fuzzy rule [15]. In order to apply the approach, the same
parameters for the input and output variables presented
earlier were considered. The Mamdani inference system

Fig. 4 Factory layout the [A" cenario01 - AutoMod Student Simulation

proposal is implemented File i View Control Debug Window Help

Ml

’1 M2 I M3 I

M6

| EEEEEER

Zoom «| | LHTE Do[ly
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Petri nets

and center maximum defuzzification method were used.
To be able to perform the intrinsic analysis of the method,
150 lines were generated of data obtained from the fuzzy
model established in [15]. Following the procedures of the
method, the data set was proportionally divided into two
groups. For the first step of the method, whereby the
contribution of the variables is determined, the results
are presented in Table 5. All fuzzy systems were imple-
mented in MATLAB software.

Table 2 Matrix of distance between the workstation

According to the results of the first iteration of the RCM
calculation, the most important variable for the system is the
space remaining in the output buffer (ERBS) followed by the
variable distance (DT) and number of nodes (NN). Thus, con-
sidering the step of generating rules, the ERBS variable is at
the top of the hierarchy.

After the stage of generating and eliminating the rules,
which follow the procedures described in Section II, the final
rules were

Table 3 Matrix of number of nodes

Distance Number of nodes

L Ml M2 M3 M4 M5 M6 U L M1 M2 M3 M4 M5 M6 U
L 0 34 42 50 74 82 90 58 L 0 4 5 6 8 9 10 4
M1 58 0 10 18 42 50 58 90 M1 5 0 2 3 5 6 7 9
M2 50 78 0 10 34 42 50 82 M2 4 6 0 2 4 5 6 8
M3 42 70 78 0 26 34 42 74 M3 3 5 6 0 3 4 5 7
M4 118 42 50 58 0 10 18 50 M4 7 5 6 7 0 2 3 5
M5 110 34 42 50 78 0 10 42 M5 6 4 5 6 8 0 2 4
M6 102 26 34 42 70 78 0 34 M6 5 3 4 5 7 8 0 3
U 74 102 110 118 50 58 66 0 U 4 6 7 8 4 5 6 0
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Table 4  Scripts matrix of products Table 6  Final results
Product Route Sequence FIFO Benincasa [15] HFRB AGF
Qtd. AGV ~ Makespan = Makespan Makespan ~ Makespan
1 1 L 1 3 5 U
1 2 L 2 3 5 U Production of five lots (25 parts)
2 1 L 2 3 4 U 1 6319 6001 5580 5060
) ) L | ) 5 U 2 4702 4479 4187 4092
3 ) L 1 ) 6 U 4 4781 4598 4169 4068
3 2 L 2 4 5 U Production of ten lots (50 parts)
4 1 L 1 4 5 U 1 12,219 11,604 10,440 9487
4 ) L 3 4 5 U 2 8918 8493 7871 7980
5 | L | 4 6 U 4 9042 8670 7802 7793
5 2 L 2 4 6 U Production of 25 lots (125 parts)
1 31,223 29,401 27,489 25,300
2 21,330 20,133 18,824 18,373
4 21,431 20,295 18,855 18,306
R1: If ERBS is small then PE is low Production of 50 lots (250 parts)
If ERBS is medium then use R22 1 67,089 61,269 59,778 55,660
If ERBS is large then use R23 2 44,861 41,271 39,620 38,874
R22: If DT is short so PE is high 4 43,253 39,902 37,906 35,798
If DT is average then PE is average
If TD is long then PE is low
R23: IfTD is long then PE is average —  First: if the value of the evaluation function of a determi-

If DT is not long then PE is high

As the results show, the initial 27 original rules are reduced
to eight rules, which is a very significant reduction in terms of
the system inference performance.

In approach AGF, each input variable was divided into five
partitions, and the rule base comprises all possibilities among
the input variables, equal to a total of 625 rules. To refine these
rules, we used the genetic algorithm implemented in MATL
AB with some settings like

* Creating the new population of the genetic algorithm ap-
plies elitism rate of 20 %, crossing a central rate of 80 %,
the mutation occurs after about 5 % of'the cross choosing a
random gene, and population selection method is
tournament.

* Each new population obtained is applied in the order of
AGVs problem, and the evaluation function achieved by
each population is stored. The stopping criterion can hap-
pen in three ways:

Table 5 Results

obtained in RCM Iteration Variables Value RCM
1 DT 4.042
NN 8.787
ERBS 2.878
2 ERBS-DT 17.084
ERBS-NN 8.836

nate population is equal to or less than the predetermined
value

—  Second: if after 15 consecutive generations, the evalua-
tion function of the population have not improved

—  Third: if it reached the maximum number of iterations
100

Thus, after applying the optimization, the rule base end
goal makespan, that initially had 625 rules, was with 280
rules. The obtained makespan using the approaches in this
paper, as well the makespan value obtained in the two litera-
ture papers in some different cases, is shown in Table 6.

5 Conclusion and future work

Based on the related research to perform the optimization and
represent knowledge, this work proposes the approach I based
in the hierarchical construction model of a rule base using the
regularity modified criterion. Initially, based on the character-
istics of the problem and the concepts proposed by Wang and
Mendel, it can be concluded that by changing the regularity
criterion, the order of variable evaluation according to the
hierarchical rules would change, thus, achieving better results.
First, we observed the effectiveness of the method to measure
the contribution of each variable in the system and create the
rule base, in which the method has proven effective. Subse-
quently, we applied the rule base obtained from the problem of
dispatching vehicles in the hypothetical FMS. Observing the
results, it can be concluded that the proposal obtained a better
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result, producing the same amount of products in less time
compared to the other techniques. It is noteworthy that this
application can also cause the rule base to become smaller,
thus facilitating the understanding of expert and reducing pro-
cessing time.

Based on the related research to perform the optimization
and represent knowledge, this paper proposes the approach II
fuzzy genetic model for AGVs dispatching including predic-
tion, multiple objectives, and modeling with Petri nets. Initial-
ly, based on the characteristics of the problem and the con-
cepts the techniques used, it was concluded that including the
prediction would gain time, including the multiobjective, the
method would gain in strength and modeling in Petri nets
brings another view to the implementation of the problem.

Considering future work, it is recommended that the pro-
posed method should be applied to more complex and larger
flexible manufacturing systems to observe the behavior of
keeps effective, also adding more variations to the simulation
parameters making the problem more realistic. Another im-
portant contribution would be to improve the identification
model fuzzy system using an approximation method of the
parameters of the variable domains from the set of input data.
This would make it possible to have a better representation of
the input values and a better characterization of the contribu-
tion variable measure. Also, it is recommended to develop a
policy to control the maintenance and supply of AGYV, as well
as the best location in the layout for this.
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