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Abstract A numerical study of the laser welding process is
presented. The numerical model is based on a combination of
the enthalpy method and the finite difference techniques ap-
plied to the heat equation that can bypass the manual enforce-
ment of the jump condition at the phase-separating surfaces.
Minimal application of the “life and death of elements tech-
niques” is required in order for the dynamics of the keyhole to
be captured. This analysis results in the construction of the
flowchart of a time-stepping algorithm, suitable for any soft-
ware platform or computer language.
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1 Introduction

For several decades, laser processing has been an increasingly
indispensable part of competitive manufacturing throughout
the world [1, 2]. Laser cutting has recently reached a certain
level of maturity [3, 4]. Process variable data are available for
a range of materials, based, however, mainly on experimental
process maps. Laser welding (LW) has also evolved signifi-
cantly. Laser welding is used when it is essential that the size
of the heat-affected zone (HAZ) be limited, to reduce the
roughness of the welded surface and to eliminate mechanical
effects [5, 6].

In the last few years, a new laser process, the remote laser
welding (RLW) has emerged. RLW [7] has been developed
and implemented to improve the productivity and flexibility

of conventional laser welding. In principle, RLW is based on a
scanner that assists in the deflection and positioning of the
laser beam onto the workpiece surface allowing high travel-
ling speed [8, 9]. Currently, it is mainly applied to mass
production automotive assembly lines on which a high num-
ber of welding seams are being processed [10–13]. A number
of RLW systems are used for a wide range of automotive
applications such as closures, pillars, and seats [14, 15].

Modeling of the laser welding process can assist in better
comprehending in the way that parameters affect the process,
in order to reduce experimental costs, optimize production,
assist monitoring and provide easy and fast answers to “what
if” scenarios. A number of studies have been carried out
attempting to model different welding states and various con-
figurations, such as lap or butt welding, using either analytical,
semi-empirical, or empirical methods.

In this paper, a numerical approach to modeling keyhole
laser welding, considering heating, melting, and evaporation
phases by using the enthalpy method and finite differences at
the same time, will be presented. The shape of the keyhole is
introduced in the model using life and death of elements
techniques. The paper is structured into six main sections.
The second section is an extensive literature review of LW
modeling. In the third section, the modeling approach is
described in detail, while in the forth, the implementation of
the model into a software tool is presented. Finally, conclu-
sions and directions for future extensions are summarized in
the fifth and sixth sections.

2 Literature review

2.1 LW modeling

The two fundamental classes of laser welding are those of
conduction and keyhole or penetration welding. The transition
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from conduction welding to keyhole depends on the peak laser
intensity and duration of the laser pulse applied to the work-
piece. When the heat transfer phenomena (conduction, con-
vection, and radiation) take place (Fig. 1), they are usually
accompanied by the buildup of the capillary of ionized metal
vapor (mainly in keyhole welding) that can be observed when
the intensity of the laser beam is higher than 106 W/cm2 [16].

In general, the modeling problem of keyhole laser welding
is considered as a three-phase moving boundary problem with
two moving interfaces: solid to liquid interface and liquid to
vapor interface [17]. The literature review shows that numer-
ous models have been developed in order for a wide range of
conditions to be studied. Several models try to reduce the
calculation effort to acquire fast results by simplifying the
problem and, at the same time, to capture the key features of
the process in order to provide a good insight [18, 19].
However, these simplifications lead to the loss of important
information and, consequently, to wrong decisions or to a
model that is neither general nor widely applicable.

The incorporation of the vapor phase (keyhole) makes the
problem more complex [20]. By using the correct assump-
tions, its accuracy can be succeeded numerically [21–28, 30]
and even analytically [16, 29]. Several researchers have
employed the finite element method (FEM); nevertheless,
these methods need both increased computational effort and
the model calibration with experimental data. Fewer studies
are found to be related to the welding of dissimilar
materials, which indicate increased complexity in terms
of modeling [19, 30].

Multiple reflections of the laser beam on the keyhole cavity
surface are a crucial part of modeling that needs to be consid-
ered in order for higher accuracy that will increase again the
modeling complexity to be achieved [31]. The principal mech-
anism of energy absorption in keyhole welding is the Fresnel

absorption, which is strongly affected when multiple reflec-
tions of the beam on the keyhole are present [20, 32].

2.2 RLW implications

The basic principles of modeling for RLW are the same,
although there are few published studies on this topic, thus
limiting the knowledge of any implications that may arise.
Tsoukantas et al. [7] presented an experimental approach for
RLW, investigating the behavior of the lap-welded geometri-
cal characteristics with respect to the laser beam inclination.
The type of laser, the beam spot diameter, and the beam
inclination have a significant effect on the behavior of the
welds’ dimensions as incidence varies.

In the automotive industry, galvanized steels are widely
used for the body in white production [30]. A major problem
in the application of LW to this kind of materials is that zinc is
prone to evaporate during welding process due to its relatively
low boiling point (906 °C) as compared to the melting tem-
perature of steel (1530 °C). Thus, a suitable gap has to be
maintained during the process in overlap configurations, in
order to prevent the pressurization of the vaporized zinc until
it meets the keyhole. This phenomenon may damage the weld
zone and generate porosity in the seam, resulting in poor
surface quality, reduced strength, and inferior quality resis-
tance. If the joint gap is small, it is unfavorable for the escape
of zinc vapors and the welding process turns out to be unstable
and has bad weld appearance [33–35]. On the other hand, if
the joint gap is oversized or the incident angle exceeds a
critical value [36], it will be impossible for the two parts to
be mutually melted.

When a gap between the two plates exists, there is
some difference in the process thermodynamics. The
gap is functioning as a thermal insulator, not allowing

Fig. 1 The thermal phenomena
in the welding process
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the diffusion of heat from the top laminate to the
bottom before the gap is filled with melt material.
Moreover, the existence of the gap complicates the
material flow during the process. The above renders
the modeling of RLW process even more complicated
and the relevant literature very limited.

3 Keyhole welding modeling

3.1 Simplifying assumptions

During the LW process, a large number of physical phenom-
ena simultaneously take place; thus, some simplifying as-
sumptions have to be made in any modeling approach:

1. Evaporated material is assumed to be instantly removed
from the workpiece; i.e., the absorption of the laser beam
by the material vapors is considered negligible.

2. Alterations in the effective absorptivity of the workpiece
material due to multiple reflections on the keyhole walls
are considered negligible.

3. Since this study focuses on the welding of metals, which
are heat conductors, the heat transfer through convection
and radiation is negligible in comparison to the heat
transfer due to conduction.

4. Material thermal properties are considered being indepen-
dent of the temperature.

5. Typically, the laser head is scanning the surface of the
workpiece with speed v, creating a stitch-shaped rather
than a spot-shaped weld. As a result, at any point in the
center of the stitch, the laser beam has been acting for a
time interval equal to t=2r/v, where r is the spot radius.
Instead of following a three-dimensional approach, the
process is regarded two-dimensional. It is considered that
the laser head is stationary and the laser beam is on for a
time interval equal to t.

3.2 The problem setup

The simplifying assumptions of Sect. 3.1 have been made on
the basis that the dominant phenomena during the LW process
are the heat conduction, the melting and evaporation phase
transitions, the laser beam defocusing, and the evolution of the
workpiece surface due to the formation of the keyhole.

3.2.1 The laser power density

It is assumed that the laser source is functioning in continuous
mode. When a keyhole is formed, the laser beam hits the
workpiece in a position deeper than the initial workpiece

surface, thus rendering defocusing important. The radius of
the spot as function of the depth is given by [37]

rb zð Þ ¼ r0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ M 2λ z� δ fð Þ

πr02

� �2
s

; ð3:1Þ

where M is the beam quality parameter, λ is the laser wave-
length, and δf is the z coordinate of the focal plane.

A Gaussian profile is assumed for the laser beam intensity
(TEM00). Thus, the laser beam intensity as a function of the
distance from the laser beam axis r and the depth z is described
by

I r; zð Þ ¼ I0
r02

rb zð Þ2 e
−2 r2

rb zð Þ2 : ð3:2Þ

I0 is the intensity of the laser beam at the beam axis and at
the focal level. It is specified by the laser power P and the spot
radius r0 as

I0 ¼ 2P

πr02
: ð3:3Þ

In later considerations, it should be useful to specify the
angle of the laser beam with the vertical axis. This is given by

θl r; zð Þ ¼ arctan
r z� δ fð Þ M 2 λ

πr02

� �2

1þ M 2λ z�δ fð Þ
πr02

� �2 : ð3:4Þ

3.2.2 Heating phase

The rotational symmetry of the problem allows for the study
of the process to be made in two spatial dimensions, since the
symmetry enforces the problem solution to be independent
from the angle measured from the laser beam axis. The fol-
lowing formulation of the problem, as well as the numerical
modeling, is developed under this scope; thus, the angular
coordinate will be disregarded from now on.

In order to study the heating of the workpiece surface, it is
required that the heat equation be solved with the appropriate
initial and boundary conditions so as for the temperature field
to be found. The heat equation is

∇2T t; r; zð Þ ¼ 1

a

∂T t; r; zð Þ
∂t

; ð3:5Þ

where a is the material’s thermal diffusivity. Thermal diffu-
sivity is a function of temperature in general; however, it will
be considered constant for the simplicity of the results.

The appropriate initial condition is

T 0; r; zð Þ ¼ T0; ð3:6Þ
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where T0 is the environment temperature.
The boundary conditions for the heat equation are defined

by the heat flux because of the laser beam. Since during the
heating phase, there is no keyhole formed, the laser intensity
should be considered at z=0.

∂T t; r; zð Þ
∂z

����
z¼0

¼ −
1

k
1� Rð ÞI r; 0ð Þ; ð3:7Þ

where k is the material’s thermal conductivity and R is its
reflectivity.

3.2.3 Melting phase

When the surface temperature reaches the melting point, the
two phases of the material, solid and liquid, coexist and
interchange heat. In both regions, the heat equation is satisfied

∇2Ts t; r; zð Þ ¼ 1

as

∂Ts t; r; zð Þ
∂t

; ð3:8Þ

∇2Tl t; r; zð Þ ¼ 1

al

∂Tl t; r; zð Þ
∂t

; ð3:9Þ

where the index l stands for liquid and the index s stands for
solid.

The two regions are separated by a surface at r!ls ¼ S
!

ls

t; rð Þ ¼ Rls t; rð Þber þ Zls t; rð Þbez . The temperature on the
phase separating surface equals the melting temperature Tm

Tl t;Rls t; rð Þ; Zls t; rð Þð Þ ¼ Ts t;Rls t; rð Þ; Zls t; rð Þð Þ ¼ Tm: ð3:10Þ

The velocity of the moving boundary between the two
regions is set by the latent heat of fusion Lf. The relevant
boundary condition is the so-called Stefan condition, and it is
actually energy conservation concerning the latent heat of
fusion.

−kl ∇
!
Tl t; r; zð Þ

���
r!¼ S

!
ls t;rð Þ−

þks ∇
!
Ts t; r; zð Þ

���
r!¼ S

!
ls t;rð Þþ

¼ Lf ρ
d S
!

ls t; rð Þ
dt

:

ð3:11Þ

As there is no erosion front, the volume of the material
remains approximately constant and the laser always hits the
initial surface of the workpiece making laser defocusing irrel-
evant. Thus, the boundary condition (3.7) is still valid for the
melting phase.

3.2.4 Evaporation phase

Finally, when the surface reaches the evaporation temperature,
it gives rise to the keyhole formation. Similarly to the melting
phase, another Stefan condition, concerning the gas-liquid
phase separating surface, has to be included. However, a

significant difference is the presence of the gaseous state,
which when formed, it escapes altering the geometry of the
workpiece and preventing the description of this region with
the heat equation. As a result, the problem is divided into three
regions, but only in two of those, the heat equation is valid, as
described by Eqs. (3.8) and (3.9). The boundary between the
liquid and the gaseous state is described similarly to the solid-

liquid boundary as a surface r!gl ¼ S
!

gl t; rð Þ ¼ Rgl t; rð Þber
þZgl t; rð Þbez . The temperature in the liquid region follows

Tl t;Rgl t; rð Þ; Zgl t; rð Þ� 	 ¼ Tv; ð3:12Þ

as a result of continuity. Finally, the relevant Stefan condition
has to be expressed differently, since there is no heat equation
in the gaseous region. On the contrary, the heat current is
directly described by the absorbed laser power density.
Given that the keyhole is present, both the incoming heat
current has to be taken perpendicularly to the gas-liquid phase
separating surface and the absorbed intensity has to be calcu-
lated carefully, since the laser beam is not perpendicular to the
workpiece surface because of the keyhole

1� Rð ÞI Rgl t; rð Þ; Zgl t; rð Þ� 	
cos θgl � θl

� 	begl þ kl ∇
!
Tl t; r; zð Þ

���
r!¼ S

!
gl t;rð Þþ

¼ Lvρ
d S
!

gl t; rð Þ
dt

; ð3:13Þ

where êgl is the inward perpendicular surface to the gas-liquid
phase separating surface. θgl and θl are the angle of the
boundary surface and the angle of the laser beam with the
vertical axis, respectively. This condition also substitutes the
boundary condition (3.7) during the evaporation phase.

3.3 The numerical model

The problem without further simplifying assumptions has to
be approximated with a numerical method.

3.3.1 The enthalpy method

A finite difference approach can be applied to express a
discrete version of the heat equation as a set of difference
equations. Since the heat equation is first order in time, these
equations can be easily solved, time slice by time slice.
However, such an approach has the disadvantage of having
the phase transitions dealt manually, as described by
Eqs. (3.11) and (3.13). Additionally, the heat equation has to
be solved separately in the region of the solid and liquid
phases. The above problem requires more ingredients from
the finite element techniques, specifically, the characterization
of each node by a phase index and the “life and death of
elements” techniques for the nodes that change phase. Such
front tracking approaches work well for simple Stefan prob-
lems [38]; however, in more realistic problems, complications
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such as multiple fronts, disappearing phases, and
nonpredictable behavior may appear, even in one-
dimensional cases. Moreover, if the governing equations are
based on the Stefan formulation, in the region of the phase
change, the moving boundary conditions have to be accounted
for, and thus, the application of a fixed grid numerical solution
is ruled out, as deforming grids are required to account for the
time-dependent positions of the phase separating fronts.

For the above reason, front tracking methods are not viable
for the modeling of realistic processes that involve phase
changes. The enthalpy method can be adopted (see e.g., [39,
40]). The nonsmoothness of the temperature field at a phase
separating surface is due to the fact that during a phase
transition, the incoming heat does not correspond to an in-
crease of temperature, because of the latent heat. This phe-
nomenon can be dealt more easily by introducing a new field
corresponding to the enthalpy density. Then, the second de-
rivative of the temperature will result in a rate of change for
the enthalpy density while the enthalpy density will be con-
nected to the local temperature, taking into account not only
the specific heat, but also the latent heat of fusion and evap-
oration. After that, the jump condition (Stefan condition) is
not manually enforced on the solution, but it is automatically
obeyed, as a “natural boundary condition” in the sense of the
calculus of variations. This means that the heat equation,
including phase transitions, can be expressed as a set of two
equations

∂U
∂t

¼ k∇2T ; ð3:14Þ

T ¼ T Uð Þ; ð3:15Þ

where enthalpy density and temperature are connected
through

T Uð Þ ¼

U

ρc
; U < ρcTm;

Tm; ρcTm < U < Um;
U � ρLf

ρc
; Um < U < ρ cTv þ Lf

� 	
;

Tv; ρ cTv þ Lf

� 	
< U < Uv;

8>>>>><
>>>>>:

ð3:16Þ

where Um and Uv are the required enthalpy densities for the
melting and vaporization phase transition, respectively. They
are equal to

Um ¼ ρ cTm þ Lf

� 	
; ð3:17Þ

U v ¼ ρ cTv þ Lf þ Lv
� 	

: ð3:18Þ

The relation between enthalpy density and temperature is
indicated in Fig. 2.

3.3.2 A finite difference approach

The enthalpy method can be applied to both a finite difference
[41, 42] and a finite element numerical algorithm [43, 44]. It
would be desirable to use the strictest possible formulation of
the problem, namely the finite difference method, as such an
approach combined with the enthalpy method is proven to
provide accurate numerical solutions [45, 46]. Moreover, the
finite differences are preferable, since they require easier user
input than the finite elements do, and moreover, the problem
of approximating an initial solution such as in the Galerkin
method is bypassed. The latter can be an important problem,
as the solution has to be nonsmooth due to the phase changes
increasing the difficulty of specifying a close enough initial
solution.

Although the enthalpy method bypasses the manual en-
forcement of the jump conditions for the two phase transitions
that take place during the laser welding process, special care
has to be taken for the gaseous state. Nodes that turn to the
gaseous state have to be removed from the lattice with severe
consequences for the formulation of the problem, such as the
laser beam passing freely through these nodes and the angle
between the laser beam and the workpiece surface and, thus,
the in-falling energy density being altered. As a result, the
proposed method has to adopt some life and death of elements
techniques.

In this study, the discrete times are considered uni-
formly spaced in the interval 0≤ t≤ tmax, where tmax is
the maximum time considered. There are nodes at t=0
and t= tmax, thus ti=(i−1)Δt, where i takes values from
1 to Nt and Δt= tmax/(Nt−1). Similarly, the discrete radii
and depths are also considered uniformly spaced, thus
rj=(j−1)Δr, where j takes values from 1 to Nr and Δr=
R / (Nr−1) and zk=(k−1)Δz, where k takes values from 1
to Nz and Δz=Z / (Nz−1). The temperature field is a
finite set of the elements Tijk=T(ti,rj,zk). For the clarity
of the description, from now on, the indexes i, j, and k
will always refer to the discretized time coordinate,
distance from the beam axis, and depth, respectively.

U0 ρ ρcTm Um cTv L f Uv
U

T0

Tm

Tv
T

Fig. 2 Relation between enthalpy density and temperature
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The discrete version of the set of Eqs. (3.14) and (3.15), for
the implemented finite difference modeling of laser welding, is

Uiþ1; j;k � Ui; j;k

Δt
¼ k

T i; jþ1;k � 2Ti; j;k þ Ti; j−1;k

Δr2

�

þ 1

r j

T i; jþ1;k � Ti; j;k

Δr
þ Ti; j;kþ1 � 2Ti; j;k þ Ti; j;k−1

Δz2

�
;

ð3:19Þ

Ti jk ¼ T Ui jk

� 	
; ð3:20Þ

The initial conditions U1jk and T1jk are given in the form of
the initial conditions

T1 jk ¼ T 0; ð3:21Þ

U 1 jk ¼ ρcT0≡U 0; ð3:22Þ

since the material initially is in the solid phase.
It is clear from the Eqs. (3.19) and (3.20) that the problem

can be integrated time slice by time slice. The Eq. (3.19)
allows the calculation of the enthalpy density values in the
next time step, which can be translated into the temperatures
of the next time step using Eq. (3.20) and so on.

3.3.3 Specification of the keyhole shape

When the evaporation starts, the boundary of the
nonevaporated region has to be specified. This is a fact that
has to be necessarily dealt with the life and death of elements
techniques. In every vertical line, the boundary can be spec-
ified as the uppermost element of the lattice that has enthalpy
density smaller than the critical [46].

bzi j ¼ min k
���Ui jk < Uv

n o
: ð3:23Þ

All elements in the (i,j) vertical column, characterized by k
<bzij, are in this language considered as “dead.”

However, as shown in Fig. 3, scanning only along
the z directions is not going to provide all points of the
boundary, and the latter is required for the specification
of the laser beam’s angle of incidence and specifically,
when the boundary conditions, related to radial deriva-
tives, are applied. Thus, it is necessary to scan along
the horizontal directions, too

brik ¼ min j
���Ui jk < U v

n o
: ð3:24Þ

Once the boundaries have been determined, the angle of
the keyhole surface to the vertical direction has to be specified.
The central difference approximation of the derivative can be
used everywhere except for the first and the last points of the

lattice, where the advanced and the retarded definitions have
to be used, respectively,

θzi j ¼ arctan bzi; j−1 � bzi; jþ1

� 	 Δz

2Δr


 �
; ð3:25Þ

θzi1 ¼ arctan bzi;1 � bzi;2
� 	Δz

Δr


 �
; ð3:26Þ

θzi;Nr ¼ arctan bzi;Nr−1 � bzi;Nr

� 	Δz

Δr


 �
; ð3:27Þ

θrik ¼ arccot bri;k−1 � bri;kþ1

� 	 Δr

2Δz


 �
; ð3:28Þ

θri1 ¼ arccot bri;1 � bri;2
� 	Δr

Δz


 �
; ð3:29Þ

θri;Nz ¼ arccot bri;Nz−1 � bri;Nz

� 	Δr

Δz


 �
: ð3:30Þ

As expected, the angles θr and θz are equal when they refer
to the same point. However, since bz or br alone cannot cover
the entire boundary, both angles have to be determined.

It has to be noticed that the workpiece surface is not
perpendicular to the laser beam, due to both angles of the
boundary and the laser beam defocusing, as described by
Eq. (3.4). This means that the incident intensity is smaller
than it was initially calculated, as it is spread to a larger area.
Specifically, the absorbed power density, at a given point of
the boundary, is equal to

PDi j ¼ 1� Rð ÞI r j; zbzi j
� 	

cos θzi j � θl r j; zbzi j
� 	� 


; ð3:31Þ

j=1 j=7j=6j=5j=4j=3j=2
k=1

k=6

k=5

k=4

k=3

k=2

bz1=6 bz7=1bz6=1bz5=1bz4=3bz3=5bz2=6

br1=5

br6=1

br5=3

br4=4

br3=4

br2=5

Fig. 3 Specification of the boundary. The red arrows indicate the
direction that can specify a given boundary element; all elements are
specified through scanning of at least one direction
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if a boundary of a vertical slice is considered, and

PDik ¼ 1−Rð ÞI rbrik ; zkð Þcos θrik−θl rbrik ; zkð Þ½ �; ð3:32Þ

if a boundary of a horizontal slice is considered.
As long as the boundary conditions are considered, the

aforementioned power densities set the magnitude of the tem-
perature gradient at the boundary. The direction of the temper-
ature gradient is set by the direction of the boundary surface.
Thus, the partial derivatives at the boundary are equal to

dT

dz

����
i; j;bzi j

¼ �PDi j

k
cosθzi j; ð3:33Þ

if a boundary of a vertical slice is considered, and

dT

dr

����
i;brik ;k

¼ �PDik

k
sinθrik ; ð3:34Þ

if a boundary of a horizontal slice is considered.

3.3.4 The boundary conditions

Finally, the definition of the second spatial derivatives
is problematic at j=brik, j=Nr, k=bzij, and k=Nz, since it
involves an element of the lattice that is absent. All of
these positions correspond to the physical boundaries of
the problem except for the case j=brik when brik=1,
which corresponds to the beam axis, where the
Laplacian expressed in polar coordinates is singular.
The boundary condition, described by Eq. (3.7) and a
similar one for the opposite boundary describing the
vanishing heat flow, can be expressed as

Ti; j;kþ1 � 2Ti; j;k þ Ti; j;k−1

Δz2
→

k¼bzi j T i; j;bzi jþ1 � Ti; j;bzi j

Δz2
þ 1

Δz

PDi j

k
cosθzi j;

ð3:35Þ

Ti; j;kþ1 � 2Ti; j;k þ Ti; j;k−1

Δz2
→
k¼Nz �Ti; j;Nz � Ti; j;Nz−1

Δz2
; ð3:36Þ

Ti; jþ1;k−2Ti; j;k þ Ti; j−1;k

Δr2
þ 1

r j

T i; jþ1;k−Ti; j;k

Δr →
j¼brik T i;brikþ1;k−Ti;brik ;k

Δr2

þ 1

Δr
1−

1

rbrik

� �
PDik

k
sinθrik ; ð3:37Þ

Ti; jþ1;k � 2Ti; j;k þ Ti; j−1;k

Δr2
þ 1

r j

T i; jþ1;k � Ti; j;k

Δr
→
j¼Nr �Ti;Nr ;k � Ti;Nr−1;k

Δr2
;

ð3:38Þ

where PDik and PDik are given by Eqs. (3.31) and (3.32).
For the r=0 singularity, the solution is provided by the
fact that due to the symmetry of the problem, the
temperature has to be stationary at the z-axis in every

horizontal plane. This means that the temperature field
in the region close to the r=0 axis can be expressed as

T t; r; zð Þ≃c0 t; zð Þ þ c2 t; zð Þr2 þ…; ð3:39Þ

meaning that the terms ∂2T
∂r2 and 1

r
∂T
∂r become equal at the r=0

axis. Thus, the appropriate boundary condition at j=1 is

Ti; jþ1;k � 2Ti; j;k þ Ti; j−1;k

Δr2
þ 1

r j

T i; jþ1;k � Ti; j;k

Δr
→
j¼1

2
Ti;2;k−Ti;1;k

Δr2
:

ð3:40Þ

The problem is completely described by Eqs. (3.19) and
(3.20) and the boundary conditions (3.35), (3.36), (3.38), and
(3.40), which can be integrated time slice by time slice,
providing the temperature field as a function of depth and
time.

3.3.5 Generalization of the model for temperature-dependent
material properties

In the model presented above, the material properties are
considered independent of the temperature. However, the
material density, thermal conductivity, and specific heat are
actually temperature functions. The model can be easily ex-
tended taking into consideration the temperature dependence
of these quantities.

The most important adjustment to be made is the modifi-
cation of the relation between temperature and enthalpy den-
sity (3.16), which is used in the finite difference method in
(3.20). This relation is now given by

U Tð Þ ¼ U T 0ð Þ þ
Z T

T0

ρ Tð Þc Tð Þdt: ð3:41Þ

Equation (3.16) should be substituted with the inverse
function of (3.41). Note that the specific heat has singularities
at the temperatures of the phase transitions; however, the
integral (3.41) always converges. Moreover, since the specific
heat is always positive, the enthalpy is an increasing function
of temperature; thus, it is invertible.

The study made in the above sections can be taken as the
special case, where the material density is taken to be constant
and the specific heat is considered being equal to

c Tð Þ ¼ cþ Lf δ T � Tmð Þ þ Lvδ T � Tvð Þ; ð3:42Þ

where δ(T) is Dirac’s delta function. Then, the inverse of
(3.41) is given by Eq. (3.16).

Finally, the material’s thermal conductivity has to be con-
sidered as a function of the temperature, meaning that k in
Eq. (3.19) has to be substituted with k(Ti,j,k) and k in
Eqs. (3.33) and (3.34) has to be substituted with k(Tv).
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3.4 The solution of the numerical model

A simple example based on the model build in Sect. 2.2 has
been considered. For this example, the material properties
given in Table 1, the laser properties in Table 2, and the lattice
variables in Table 3 have been used. The material properties
used are typical thermal properties of mild steels, and the laser
properties are typical values of CO2 laser sources. The laser
variables correspond to tmax=8 msec, which is the value used
for the lattice properties.

The outcome of the model for several different time in-
stants is shown in Figs. 4, 5, 6, 7, and 8. In these figures, the
development of the keyhole can be understood as a function of
time. It should be noticed that the volume of the melted pool is
larger than it is shown in the figures, since the elements being
further from the laser beam axis correspond to larger volumes.
Specifically, the element with indexes (j,k) corresponds to
volume equal to

ΔV jk ¼ 2πjΔrΔz: ð3:43Þ

It is necessary that an extended comparison of the model’s
outcome with experimental results be performed. Such study
is going to be presented in future work. However, a compar-
ison of the model’s outcome with experiments found in liter-
ature [20] is depicted in Fig. 9, in order to check that the model
predicts correctly the order of magnitude of the weld depth
and the form of its dependence on process variables, namely
the welding speed. Figure 9 suggests that the model makes a
close reproduction of the experimental results.

4 Model implementation

The main implementation procedure is described in
Fig. 10. An important detail, before reaching the main
calculation subroutines, is a basic check of the lattice
properties defined by the user. It can be proven that the
finite difference method for the heat equation cannot be
numerically stable unless aΔt/Δz2<1/2 and aΔt/Δr2<1/
4. If these conditions are not satisfied, then the temper-
ature evolution with time will appear to be oscillatory
with exponentially increasing amplitude. If the choice of
the lattice variables is not appropriate, the user has to
render them.

The most important part of the algorithm is the “calculate
the temperature field” subroutine. The appropriate informa-
tion about this subroutine is analyzed in Sect. 3.3. As the
different boundary conditions affect different parts of the
two-dimensional Laplacian, in the following, the radial and
vertical parts of the Laplacian are defined separately as

Lr ≡
Ti; jþ1;k � 2Ti; j;k þ Ti; j−1;k

Δr2
þ 1

r j

T i; jþ1;k � Ti; j;k

Δr
; ð3:44Þ

Lz ≡
Ti; j;kþ1 � 2Ti; j;k þ Ti; j;k−1

Δz2
: ð3:45Þ

According to what was described in Sect. 3.3, the basic
time-stepping algorithm comprises a main loop repeating each
time the following steps

Table 1 The material
thermal properties used
for the graphs exposing
the outcome of the model

T0 300 K

Tm 1680 K

Tv 2861 K

k 66 W/m K

α 16.4×10−6 m2/s

R 0.8

ρ 7775 kg/m3

Lf 200 kJ/kg

Lv 6090 kJ/kg

Table 2 The laser
variables used for the
graphs exposing the
outcome of the model

r0 0.25 mm

δf 0

M 1.3

λ 10.6 μm

P 4.0 kW

v 2.0 m/min

Table 3 The lattice
variables used for the
graphs exposing the
outcome of the model

zmax 2 mm

Nz 100

rmax 1 mm

Nr 50

tmax 15 msec

Nt 3000

300°K

2860°K

−1.0 −0.5 0.0 0.5 1.0
−2.0

−1.5

−1.0

−0.5

0.0

x(mm)

z(
m
m
)

Fig. 4 The outcome of the model at t=3 msec
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1. Calculation of the Laplacian of the temperature field at the
time slice i. For this step, the keyhole shape has to be well
specified, so as for the appropriate boundary conditions to
be applied.

2. Calculation of the enthalpy density field and then of the
temperature field at the time slice i+1, using the “enthalpy
method.”

3. Calculation of the shape of the keyhole from the enthalpy
density field, so that it can be used in the next execution of
the loop.

The above steps are depicted in Fig. 11.
The calculation of the radial part of the Laplacian is

performed in every horizontal slice identified by k, from
j=brik to j=Nr. However, there are two possibilities for
the boundary condition applied at j=brik. If brik is equal
to 1, then the j=brik element is not a physical boundary
of the solid/liquid region. On the contrary, the work-
piece extends up to the laser beam axis at r=0. In this
case, there is only the singularity problem due to the

polar coordinates that is resolved by Eq. (3.40). If brik
is larger than 1, then the j=brik element is a physical
boundary of the system and the influx of energy from
the laser beam has to be taken into consideration in the
boundary condition, as described by Eq. (3.37). Then,
all other elements of Lr can be directly calculated by
Eq. (3.44), apart from the last one at j=Nr, which is
given by Eq. (3.38). The flowchart of this calculation is
depicted in Fig. 12.

The calculation of the vertical part of the Laplacian
is performed along vertical slices identified by index j.
The calculation is a little easier than that of Lr, since
the k=bzij element is always a physical boundary of the
solid/liquid region. Thus, Lz can be calculated using
Eq. (3.45), apart from the k=bzij and k=Nz elements,
which are given by Eqs. (3.35) and (3.36), respectively.
The flowchart of this calculation is depicted in Fig. 13.

Once the elements of the Laplacian of the temperature
field at the time slice i have been specified, the

300°K

2860°K

−1.0 −0.5 0.0 0.5 1.0
−2.0

−1.5

−1.0

−0.5

0.0

x(mm)

z(
m
m
)

Fig. 5 The outcome of the model at t=6 msec
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Fig. 6 The outcome of the model at t=9 msec
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Fig. 7 The outcome of the model at t=12 msec
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Fig. 8 The outcome of the model at t=15 msec
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Eqs. (3.19) and (3.20) can be used in order for the ele-
ments of the enthalpy density and temperature fields at
time slice i+1 to be determined. The relevant flowchart is
shown in Fig. 14.

Then, the specification of the boundaries has to be per-
formed, so that in the next time slice, the appropriate boundary
conditions can be applied. For the determination of the vertical
boundary bzij, the formula (3.23) has to be applied. This
formula reveals that the calculation has to be performed in
vertical slices of the spatial lattice. Specifically, an element of
the lattice is evaporated when the enthalpy density field is
larger than the critical value for evaporation as it is specified
by Eq. (3.18). Thus, starting from k=Nz, the algorithm has to
compare the enthalpy density at the lattice elements with the

critical value Uv. The first one that is found to exceed the
critical value has vertical index k smaller by one than the
wanted boundary of the time slice i+1. If the loop reaches
k=1, without finding such an element, the loop has to end and
the boundary should be set to 1. Special care has to be taken if
the k=Nz element is found to have evaporated. In this case, the
entire vertical slice has evaporated, meaning that the user
should have specified a lattice of larger depth for the particular
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Fig. 9 Comparison of the model
with experimental values [20]
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Fig. 10 Main implementation procedure
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Fig. 11 The temperature field calculation subroutine
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process parameters; thus, an error message with this informa-
tion should be displayed to the user, who has to specify new
lattice properties for the problem. The workflow diagram for
the specification of the vertical boundaries is shown in Fig. 15.
The specification of the radial boundaries follows exactly the
same flowchart, with the interchange of (j,k), (Nr,Nz), and
(br,bz).

Finally, since the boundaries have been specified, the
angles θr and θz can be easily calculated with the help
of the Eqs. (3.25) to (3.30). Analytically, this calcula-
tion follows the flowchart of Fig. 16.

5 Discussion: a critical comparison with other methods

The existing methods (Sect. 2) mainly comprise simple
analytical models [18, 29] or very elaborate numerical
models, most of which are based on finite element
techniques [16, 27, 28, 30].

In comparison to the analytical methods in the literature,
the method presented has the following advantages:

START

LCALCULATE
r

Is radial boundary

br equal to 1
ik

?

END

LCALCULATE
r

YES

NO

SET k EQUAL TO ONE

CALCULATE L (br ,k)
r ik

. (3.34)USING EQ

CALCULATE L (br ,k)
r ik

. (3.37)USING EQ

SET   EQUAL TO THEj

1BOUNDARY PLUSbr
ik

CALCULATE L (j,k)
r

. (3.25)USING EQ

IS j EQUAL TO N -1
r

?

NO
INCREASE j BY ONE

YES

CALCULATE L (N ,k)
r r

. (3.35)USING EQ

IS k EQUAL TO N
z

?

NO
INCREASE k BY ONE

YES

Fig. 12 The radial part of the Laplacian calculation subroutine
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LCALCULATE
z

END

LCALCULATE
z

SET j EQUAL TO ONE

CALCULATE L (j,b )
z ij

z

. (3.32)USING EQ

SET k EQUAL TO THE

BOUNDARY b PLUS 1z
ij

CALCULATE L (j,k)
z

. (3.25)USING EQ

IS k EQUAL TO N -1
z

?

NO
INCREASE k BY ONE

YES

CALCULATE L (j,N )
z z

. (3.33)USING EQ

IS j EQUAL TO N
r

?

NO
INCREASE j BY ONE
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Fig. 13 The vertical part of the Laplacian calculation subroutine
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TCALCULATE
i+1,j,k

END
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CALCULATE U
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. (3.25)USING EQ
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Fig. 14 The time-stepping calculation subroutine
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1. It analyzes the thermodynamics of heating and phase
transitions in great detail, providing high accuracy.

2. Most of the analytical models in the literature make some
abstract assumptions about the geometry of the tempera-
ture field that are not accurate and cannot provide a good
approximation for all process variables. On the contrary,
in the method presented, no such assumptions are made.

Disadvantages:

1. Although the proposed algorithm runs quite fast, it is not
as fast as the application of a simple formula as in the case
of the analytical models. The running time cannot be as
short as required for online monitoring and control. As
might be expected, if an extensive running of the pro-
posed model has been performed before the application,
an empirical model based on the output, can be construct-
ed and used for such applications.

In comparison to most of the numerical approaches, the
proposed method has the following advantages:

1. The user has to specify only a few parameters to make the
model running, namely the thermal properties of the

material, some process variables related with the laser
beam characteristics, and the parameters for the finite
difference lattice. In a FEM, the user must specify the
dynamics governing the thermal conduction, fine details
about the lattice, and so on. Thus, the time for the prep-
aration of a new material’s simulation is significantly
reduced.

2. The user does not have to take special care about the
phase transitions. Using the enthalpy method, the pro-
posed algorithm bypasses problems related with the fact
that many phases coexist and interact during the keyhole
laser welding.

3. The simplicity of the model enables the user to realize it in
any computer language available and select the related
advantage and disadvantages of his choice. The simplicity
of the model renders the approach faster than any other
finite element approach. Running time may be quite im-
portant if several runs of the models are necessary, for
example, for the construction of an empirical model based
on the model output.

Disadvantages:

1. Several finite element models can incorporate the
fluid mechanics that describe the motion of the
material in the liquid phase. Thus, it is expected

START

bzCALCULATE
i+1,j

SET j EQUAL TO ONE

SET k EQUAL TO N
z

IS U LARGER THAN U
i+1,j,k v
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i+1,j
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?
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Fig. 15 The vertical boundary calculation subroutine
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that these models may present a better accuracy for
the process variables that correspond to high gas
pressures.

2. The ready-made finite element software may have librar-
ies, containing more detailed information about the ther-
mal properties of the material used and their dependence
on the temperature. However, such corrections can be
easily incorporated into the proposed model.

3. Some ready-made finite element software allows the user
to define a variable density of the elements lattice, this
way enabling the user to focus more on the more interest-
ing area. In the proposed approach, an equidistant lattice
is used; however, this may also be altered at will.

6 Outlook

The numerical method presented in this paper deals with the
multiple phase transitions taking place during laser welding.
Further work will focus on loosening the simplifying assump-
tions, in order to include more physical phenomena, and
furthermore on the experimental verification of the specific
model and its future extensions, as well as on its appropriate
adaptation to the experimental data.
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