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Abstract Ti-6Al-4V is widely used in industry because of its
high strength-to-weight ratio at elevated temperatures, its ex-
cellent resistance to fracture and corrosion, and biological
properties. However, Ti-6Al-4V is classified as hard-to-cut
material because of its high chemical reactivity with most tool
materials and its low thermal conductivity that causes high
temperature on the tool face. Consequently, prediction of the
tool temperature distribution has great significance in
predicting tool wear pattern. In this research, finite element
method (FEM) is employed to conduct numerical investiga-
tion of the effects of cutting conditions (cutting speed, feed
rate, and axial depth of cut) in corner up milling on tempera-
ture of the tool rake face. The tool material used is general
carbide, and the behavior of the workpiece Ti-6Al-4V is
described by using Johnson-Cook plastic model. Because of
the computational expense, a separate heat transfer model is
built to analyze the heat transfer process after the tooth disen-
gages the workpiece and before it engages the workpiece
again to predict change of temperature distribution during this
cooling process while subjected to different cooling schemes.
This research provides helpful guidance for selecting optimal
cutting conditions and tool cooling strategies in up milling Ti-
6Al1-4V alloy.
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1 Introduction

Ti-6Al-4V is widely used in industry because of its high
strength-to-weight ratio at elevated temperatures, its excellent
resistance to fracture and corrosion, and biological properties.
However, Ti-6Al-4V is classified as hard-to-cut material be-
cause of its high chemical reactivity with most tool materials
and its low thermal conductivity that causes high temperature
on the tool face. This is attributed to their inherently high-
strength property maintained at elevated temperatures and
their disposition to form localized shear bands during machin-
ing. Prediction of tool rake face temperature has great signif-
icance in predicting the tool wear pattern since high temper-
ature on tool surface is one of the major leading factors for tool
wear. Many researchers have conducted experimental re-
search to investigate how cutting parameters, tool geometries,
and initial temperature of the material affect tool temperature
distribution in machining Ti-6Al-4V. In the study of
Bermingham et al. [1], they investigated the effectiveness of
the cryogenic coolant in turning of Ti alloy and found that
cryogenic coolant can greatly improve the tool life conditions
of high feed rate and low depth of cut combinations. In the
study of Liu et al. [2], they experimentally investigated the
characteristics of high-speed machining (HSM) dynamic mill-
ing forces and found that there exited a characteristic frequen-
cy in cutting force power spectrum. In the study of Oosthuizen
et al. [3], they investigated the performance of fine-grain
polycrystalline diamond (PCD) end mill tool and its wear
behavior and found that the PCD tool yielded longer tool life
than a coated carbide tool at cutting speeds above 100 m/min
and that a slower wear progression with an increase in cutting
speeds. In the study of Ghani et al. [4], they experimentally
and numerically investigated the tool life and the tool wear
behavior of low content CBN cutting tools used in hard
turning of hardened H13 tool steel and found that the tool
wear was dominated by chipping and could be reduced
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considerably by reducing the amount of heat entering the tool.
In the study of Alam et al. [5], they investigated the surface
roughness in high-speed milling of Ti alloy. In the study of Li
et al. [6], they investigated the tool temperature in high-speed
milling of Ti-Al6-V4. In the study of Yang et al. [7], they
experimentally and numerically investigated the effects of tool
edge radius on cutting temperature in micro-end-milling pro-
cess. Shin and his coworkers experimentally and numerically
investigated the tool performance and surface integrity in face
milling of Ti-6Al-4V [8]. In the study of Yang et al. [9], they
investigated the mechanism of chip formation during high-
speed milling of alloy cast iron. In the study of Li et al. [10],
they experimentally investigated the effects of the tool mate-
rial and geometry and drilling process parameters on drill life,
thrust force, torque, energy, and burr formation and found that
the balance of cutting speed and feed is essential to achieve
long drill life and good hole surface roughness. Li et al.
conducted metallurgical analysis and nanoindentation charac-
terization of Ti-6Al-4V workpiece and chips in high-
throughput drilling to investigate the influence of high tem-
perature, large strain, and high strain rate deformation on
phase transformation and mechanical properties [11].

In addition to experimental research to investigate the tool
temperature in machining Ti-6Al-4V, many researchers have
been conducting numerical simulations of Ti-6Al-4V machin-
ing to improve its machinability [12—17] using finite element
method (FEM). Li and Shih conducted finite element model-
ing of 3D turning of titanium to investigate the effects of
cutting speed, the depth of cut, and the tool cutting edge radius
on the peak tool temperature [12]. In the study of Wang et al.
[13], they modeled the cutting forces of machining of Ti alloy
with different coolant strategies. Huang and Yao simulated
HSM temperature of Ti alloy [14]. In the study of Soo [15],
Soo used 3D FEM to investigate the high-speed ball nose end
milling. In the study of Saffar et al. [16], they conducted 3D
FEM modeling of cutting force and tool deflection in the end
milling operation. In the study of Ali et al. [17], they used
FEM to predict the effects of feed rate on surface roughness
with cutting force during face milling of titanium alloy.
Numerical simulation of turning of Ti alloys to predict chip
formation process and cutting forces has been the main focus.
In addition, most of the milling simulations on Ti-6Al-4V
have been focusing on end-milling. Numerical simulation of
intermittent milling processes, especially corner milling and
face milling, has not been widely conducted. Most of the
numerical simulations that have been conducted focused on
the cutting period of the milling process and not on the
nonmilling period when the insert is being cooled by the
surrounding air [18, 19]. In the study of Wu and Mayer [18],
they used FEM to investigate the transient temperature and
thermal stress distribution in carbide tool during intermittent
cutting. In the study of Chakraverti et al. [19], they used an
analytical model to predict tool temperature fluctuation in
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interrupted cutting. In this research, 3D numerical simulation
is conducted to investigate the effects of the milling parame-
ters (cutting speed, feed rate, and axial depth of cut) in up
corner milling on tool rake face temperature using
AdvantEdge FEM [20]. After the FEM simulations are con-
ducted, heat transfer FEM simulations are performed using
Abaqus to investigate the temperature change of the insert that
would occur during the time period when the insert does not
engage in cutting the workpiece (noncutting period) and is in
contact with the surrounding air and other coolants. FEM
simulations give the capability of accessing data that is nearly
physically impossible, such as the temperature, stresses, and
other variables at the tool-chip interface. Prediction of the tool
temperature benefits the optimization of the cutting conditions
and assists designing better tooling and cooling schemes in
order to improve the Ti alloys’ machinability. Due to the low
thermal conductivity of Ti alloys, which is an inherent prop-
erty of this group of materials, it is highly desirable that the
temperature of tool insert can be lowered to room temperature
after tool insert disengages the workpiece in order to avoid the
accumulation of the heat along tool-chip contact length when
the tool insert engages the workpiece again. The aim of this
research is to investigate the effects of cutting conditions on
tool temperature, the effects of different cooling schemes
during the noncutting period of the milling process to lower
the temperature of the tool insert before the tool insert
reengages the workpiece. In addition, the effects of the cutting
conditions and cooling schemes on the tool insert thermal
stress are also investigated. This research provides insights
of cutting conditions and cooling schemes under which tool
life can be increased.

2 3D FEM simulation

The setup of 3D FEM corner milling model is presented in
Fig. 1. The setup of the FEM simulation is a single insert
cutter, up milling, cornering simulation. Figure 2 shows 3D
FEM modeling of corner milling with temperature distribution
at one instant. The height, width, and length of the workpiece
are 5, 10, and 24 mm, respectively.

The model utilizes the updated Lagrangian finite element
formulation in conjunction with continuous meshing and
adaptive meshing techniques. The bottom surface of work-
piece is fixed in z direction, and the tool rotates about the z-
axis. The convergence tests have been conducted in order to
obtain the reliable numerical results. The maximum element
size of the workpiece is set as 2 mm, and the minimum
element size is set as 0.0198 mm. The maximum element size
of the tool cutter edge is set as 0.3 mm, and the minimum
element size is set as 0.01 mm. The radius of the refined region
on the cutter’s edge is set to 0.075 mm. A mesh refinement
factor of five is used, and the mesh coursing factor of five is
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Fig. 1 The setup of 3D FEM corner milling

utilized. The tool boundary conditions are specified such that
the top surface of the tool is fixed in vertical direction. The
workpiece is constrained in both lateral and vertical directions
on its bottom surface. The relative motion between the tool
and the workpiece is realized by the rotation of the tool at
specified cutting speeds. Adiabatic thermal boundary condi-
tion is applied on all the faces of tool except the one that
interacts with the workpiece. Tables 1 and 2 give the tool
geometry and cutting conditions, respectively.

Ti-6Al-4V material properties

FEM simulations are accurate and reliable only when the
correct properties are entered. AdvantEdge has a database of
already prescribed material properties for both tools and work-
pieces. In the case of Ti-6Al-4V, the default material proper-
ties have proven not to produce accurate results [21].
Therefore, user-defined material properties for titanium need
to be used. Material properties of Ti-6Al-4V and tool material

Fig. 2 3D FEM comer milling
simulation

Table 1 Tool geometry
Tool dimensions

Cutter diameter (mm) 101.6
Width of tool (mm) 0.3
Lead angle (deg) 30
Radial rake angle (deg) 2
Axial rake angle (deg) 5
Relief angle (deg) 11
Edge radius (mm) 0.02
Nose radius (mm) 04

carbide are given in Table 3. In this research, the Johnson-
Cook model is employed to describe the material behavior of
the titanium alloy (Ti-6Al-4V). This is due to its capability of
the model to accurately determine strain, strain rate, and
temperature dependency. The model is expressed as Eq. (1).
Where o is the equivalent stress, € is the plastic strain, ¢ is the
strain rate, < is the reference strain rate, T is the operating
temperature, 7, is the room temperature, 7, is the melting
temperature, A is the initial yield stress, b is the hardening
modulus, n is the work hardening exponent, C is the strain
rate-dependent coefficient, and m is the thermal softening
coefficient. The variables for the Johnson-Cook model are
given in Table 4.

o= (A+Be;) <1 + cm(i)) <1—(T€}1__T;r>m) (1)

The thermal properties of the material, thermal conductiv-
ity, and specific heat are also included in the model. The
properties for Ti-6Al-4V from the study of Mills [23] have
shown to give good results in the study of Rao et al. [§].
Equations 2 and 3 are used to calculate the thermal conduc-
tivity (k, W/m°C), and Eqgs. 4 and 5 are used to calculate the

Temperature (°C)

669.172
628.14

587.108
546.076
505.044
464.013
422.981
381.949
340.917
299.885
258.853
217.821
176.79

135.758
94.7259
53.694

Z(mm)
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Table 2 Cutting

conditions Corner, up milling cutting parameters
Cutting speed (m/s) 0.5,1,2
Feed rate (mm/tooth) 0.1,0.2,04
Radial width of Cut (mm) 3
Axial depth of cut (mm) 05,1,1.5
Initial temperature (°C) 20
Friction coefficient 0.65

specific heat (C,, J/kg°C). In AdvantEdge FEM, a table of 50
entries is defined for the temperature-dependent thermal con-
ductivity and specific heat. For the Egs. 2 and 4, 25 entries are
calculated until the temperature reaches 986.85 °C. For the
Egs. 3 and 5, 25 entries are calculated until the temperature
reaches the melting point of Ti-6Al-4V.

7<986.85°C, k = 1*¥107°7%-0.001127 + 6.651 (2)

T > 986.85°C, k = —4*10°7% + 0.02537-6.269 (3)

17<986.85°C, C, = .21T +483.3 4)

T > 986.85°C, C, = .18T +420.19 (5)

3 Validation of 3D corner milling FEM model

The 3D corner milling model is validated by comparing
numerical results with experiments given in the study of Rao
et al. [8]. Table 5 shows the comparison of numerical results
with the experimental results obtained in the study of Rao
et al. [8] in terms of specific cutting energy, temperature, and
von Mises stress in the primary deformation zone,

Table3  Material properties of Ti-6Al-4V and tool material carbide [22]

Material properties Ti-6A1-4V Carbide
Elastic modulus (GPa) 114 705
Density (kg/m"3) 4428 15290
Poisson’s ratio 0.34 0.23
Coefficient of thermal expansion (1/°C) 9.6x10°° 7.1x10°¢
Melting temperature (°C) 1659.85 2800
Room temperature (°C) 22.85 22.85
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Table 4 Johnson-Cook

material model for Ti- Johnson-Cook model parameters

6Al-4V
A (MPa) 1080
B (MPa) 1007
C 0.01304
n 0.6349
m 0.77
E'o 1.0

temperature, and the von Mises stress in the secondary defor-
mation zone, and tool chip contact length. For the simulation
used here, the cutting conditions are the following: 1.27 m/s
cutting speed; 0.0508 mm feed rate; 0.762 mm depth of cut.
The tool geometry is the following: 0.024 mm edge radius;
0.8 mm nose radius; 5° axial rake angle; and 2° radial rake
angle. The above cutting conditions and tool geometry are
very close to the cutting conditions and tool geometry used in
this research. It is clear that the numerical results fall in
between the ranges used in the study of Rao et al. [8], and it
can be said that FEM model can be used to simulate corner
milling with adequate accuracy.

4 Abaqus free convection to air heat transfer FEM model

Because of the computational expense associated with contin-
uous simulation for inserts and the lack of the capability of
AdvantEdge FEM to predict the tool temperature distribution
before each of the inserts reengages workpiece again, a heat
transfer FEM model is created using general purpose FEM
commercial software Abaqus [24].

The initial temperature distribution of the insert is obtained
by importing the final tool temperature distribution from
AdvantEdge FEM into Abaqus. Figure 3 shows the final
temperature distribution of one of the AdvantEdge simula-
tions. Figure 4 shows the initial temperature distribution of
one of the Abaqus simulations. To import the insert tempera-
ture data from AdvantEdge FEM model into the Abaqus
model, a python code is developed which uses a 3D rotation
matrix to position the data obtained from AdvantEdge FEM
into the correct orientation in Abaqus. Due to the change in
programs and orientation, a comparison between the temper-
ature distribution obtained from AdvantEdge FEM and the
temperature distribution of the Abaqus model is conducted.
The comparison shows that the maximum error between
temperature values from AdvantEdge FEM and Abaqus is
3.17 %, which means that the python code can import the
temperature from AdvantEdge to Abaqus within very high
accuracy. Consequently, Abaqus model can be used to con-
duct heat transfer simulation to predict the tool temperature
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Table 5 Comparison between simulation results and experimental results

Rao et al. (2011) [8] Simulation

Primary cutting zone Range Primary cutting zone Average
Temperature (°C) 475-580 Temperature (°C) 541.24
von Mises Stress (Mpa) 1180-1390 von Mises Stress (Mpa) 1260.04
Secondary cutting zone Secondary cutting zone Average
Temperature (°C) 580-750 Temperature (°C) 591.49
von Mises Stress (Mpa) 180-370 von Mises Stress (Mpa) 220.14
Specific cutting energy x1076 (J/m”3) 2300-2800 Specific cutting energy x10"6 (J/m"3) 2756.75
Tool-chip contact length (mm) 0.1 Tool-chip contact length (mm) 0.122

changes from the instant the tool insert disengages the work-
piece to the instant it reengages the workpiece again.

The boundary conditions for the insert are free convection
to the air on all sides except for the adjacent edges to the
leading edge where it is simplified to be adiabatic. In actuality
at these locations, the insert material would continue to form
the entire insert. The 4-node linear heat transfer tetrahedron
elements (DC3D4) are used in Abaqus heat transfer model.
The simulation parameters can be found in Table 6. In Table 6,
the film coefficient is for free convection to air, and the
parameter of time is the length of time for the insert to
reengage the workpiece for the different three cutting speeds
tested in AdvantEdge.

The meshing of the model in Abaqus is set as biased
seeding, multiple seeding, with the leading edge having a very
fine mesh and the rest of the part having a coarser mesh. The
leading edges have an element size of 0.025 mm, and the rest
of the model has an element size of 0.074 mm. This meshing
setup results in an element count of 97,514. The mesh for the
part can be seen in Fig. 5.

A convergence test is performed for the Abaqus heat trans-
fer simulation for both effects of the mesh to the initial
temperature distribution and performance of the simulation
with the time parameter of 0.30411 s (which corresponds to

Temperature (‘C)

971.028
910752
850.075
| 789.799

Fig. 3 3D AdvantEdge FEM model

the cutting speed of 1 m/s), the depth of cut of 1.5 mm, and
feed rate of 0.2 mm/tooth. In the convergence test for the
initial temperature, 3 mesh counts are tested by taking the
temperature values of 20 nodes in Abaqus and comparing the
values to the same location in AdvantEdge. The results of the
test showed that the % errors are all below 5 %. These results
show that the element count has little effect on the initial
temperature distribution. The range of % error can be found
in Table 7.

In the convergence test for the performance of the simula-
tion, six different meshes are tested to find the optimal simu-
lation, a balance of low computer computation, and high
accuracy. This is found by taking the value of a specified
point in all of the simulations and comparing the difference
between the previous simulation and the current one. As the
difference reduces, the reliability of the simulation increases.
For the heat transfer, tests are performed by taking the corner
node with the highest temperature in Abaqus. The same node
is used in all simulations to compare the temperature at the
end. The simulation parameters used to this test is the follow-
ing: the time parameter of 0.30411 s (cutting speed of 1 m/s),
the depth of cut of 1.5 mm, and feed rate of 0.2 mm/tooth.
Figure 6 shows the variation of the temperature as the mesh
count increases, and Fig. 7 shows the % error between two

Temperature (C)

Fig. 4 3D heat transfer Abaqus model
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Table 6  Tool insert heat transfer parameters

Heat transfer parameters

0.60828, 0.30411, 0.15207
17.04
22.85

Time (seconds)
Film coefficient (W/m”"2 °C)
Room temperature (°C)

neighboring meshes. The results show that the optimal mesh
count is 97,514 and node count is 18,782, element sizes are
given above, with a % error of 0.0843 %.

There are many factors that can affect the exact film coef-
ficient; therefore, a sensitivity test is conducted to determine
the effect of the film coefficient to the simulation using values
in the accepted range from 5 to 20 W/m”2 °C for free con-
vection to air. The simulation tested here is using the time
period 0.30411 s (cutting speed of 1 m/s), the depth of cut of
1.5 mm, feed rate of 0.2 mm/tooth, and the optimal mesh of
97,514 elements. The results in Fig. 8 show that there is only a
4.33 °C difference between the lowest and highest values in
the range. This shows that for the Abaqus heat transfer simu-
lation, the film coefficient has little effect in this range. The
film coefficient use in this research is 17.04 W/m”2 °C, which
can be found in previous literature for free convection [25].

5 Abaqus convection to coolant heat transfer FEM model

In continuation of studying the effects of cooling the tool
insert after it has disengaged the workpiece, different coolants
are applied to the insert during this stage. It should be noted
that no coolant is applied during the milling process and
coolants are applied only during noncutting period. These

X

¥

k

Fig. 5 Mesh for the tool insert

z
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Table 7 Initial

convergence test Element; node count

Range of % error

1122; 328 0.02-2.49
97514; 18782 0.24-3.17
526373; 96647 0.04-2.8

tests are conducted using the previous initial temperature
distribution, parameter of time, and boundary conditions on
the insert. The only difference in the simulations is the values
for the boundary conditions for the insert, which are the
convection to the coolant being used in the simulation.
Table 8 shows the parameters of the coolants used in
Abaqus. These parameters have been used in previous litera-
ture for convection to the coolants [8, 26].

Sensitivity tests for these coolants are conducted due to the
fact that film coefficients for different simulations are different
due to the differences of the inserts used and the way the
coolant is applied. The simulation used to test the sensitivity
of the coolants is the time period 0.30411 s (cutting speed of
1 m/s), the depth of cut of 1.5 mm, feed rate of 0.2 mm/tooth,
and the optimal mesh of 97,514 elements.

For the TrimSol 5 % concentrate water-based coolant
(flood), a film coefficient range of 4500-6000 W/m”"2 °C is
tested, and the results, seen in Fig. 9, show us that in this
range, the difference in the final temperatures is a 4.68 °C
between the lowest and highest values in the range. Thus, the
effect of the change in film coefficient is small. The film
coefficient use in this research is 5230 W/m”2 °C, which is
obtained in the study of Kurgin [26].

In the sensitivity test for the heavy duty water-soluble oil-
based cutting fluid, a range of 500-2500 W/m”2 °C is tested,
and the results, seen in Fig. 10, show us that in this range, the
difference in the final temperatures is a 173.01 °C between the
lowest and highest values in the range. Thus, the effect of the
change in film coefficient could have an effect on the study;
however, since the range of the test is large, the reliability of
the value used is still valid. The film coefficient used in this
research is 1500 W/m”2 °C, which is obtained from the study
of Rao [8].

346

o 345 A
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T 344 / \
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g 343 \

=

£ 342 \/—a

o

= 3m

340

155;  1122; 6283; 97514; 185079; 526373;
69 328 1463 18782 34863 96657

Element; Node Count

Fig. 6 Temperature values tested in second convergence test
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Fig. 7 % difference of the temperature values tested in second
convergence test

In the sensitivity test for the emulsion coolant, a range of
80,000-95,000 W/m”2 °C is tested, and the results, seen in
Fig. 11, show us that in this range, the difference in the final
temperatures is a 0 °C between the lowest and highest values
in the range. Thus, the effect of the change in film coefficient
has little to no effect. The film coefficient use in this research
is 87,500 W/m”2 °C, which is obtained from the study of Rao
[8].

In the sensitivity test for the liquid nitrogen, a range of
20,000-50,000 W/m"2 °C is tested, and the results, seen in
Fig. 12, show us that in this range, the difference in the final
temperatures is almost 0 °C (0.006 °C) between the lowest and
highest values in the range. Thus, the effect of the change in
film coefficient has little to no effect. The film coefficient use
in this research is 35,000 W/m”2 °C, which is in-between the
range of values that is calculated in previous literature
(23,270-46,750 W/m"2 °C) [8].

6 Thermal stress calculations

The change of temperature in materials causes them to expand
when heated and contract when cooled. This process can
cause damage to the material in the form of thermal stress

346

oS
345

g \
()
5 344 10
g \
8 343
E \
& 342 17.05
E
= 341

340

5 10 15 20

Film Coefficient (W/m"2°C)

Fig. 8 Sensitivity test of the film coefficient for free convection to air

Table 8 Coolant heat transfer parameters

Coolant Temperature (°C)  Film coefficient
(W/m"2 °C)
TrimSol 5 % concentrate 20 5230
water-based coolant (flood)
Heavy duty water-soluble oil 20 1500
based cutting fluid
Emulsion coolant 25 87500
Liquid nitrogen —196 35000

and possibly cracking of the material. This is the case for
milling processes due to the fact that there is a cutting portion,
which causes heating, and then a noncutting portion, causing
cooling. Over time, thermal stress can lead to possible tool
failure [18, 27-29]. Equation 6 calculates the thermal stress,
where o, is the thermal stress, o is the coefficient of thermal
expansion, E is the elastic modulus, and At is the change in
temperature.

o; = a*E* At (6)

7 Numerical results

This section presents the numerical results of the heat transfer
of carbide inserts to surrounding air, TrimSol 5 % concentrate
water-based coolant, heavy duty water-soluble oil-based cut-
ting fluid, emulsion coolant, and liquid nitrogen using
Abaqus. The effects of cutting speed, feed rate/tooth, and axial
depth of cut on the final temperature distribution are analyzed
and discussed.

In this section, the temperature history is for the point that
has the highest initial temperature because the initial temper-
ature distribution is not uniform for each of these simulations.
It should be noted that the point that has the highest initial
temperature is located on the cutting edge for each of this

28

26 ~

24

22

Final Temperature (°C)

20
4400

4900 5400
Film Coefficient (W/m”2°C)

Fig. 9 Sensitivity test of the film coefficient for convection to TrimSol
5 % concentrate water-based coolant

5900
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Fig. 10 Sensitivity test of the film coefficient for convection to heavy
duty water-soluble oil-based cutting fluid

simulation. However, the exact location of this point is differ-
ent for different simulations.

In addition, it should be noted that in the following sec-
tions, the initial tool temperature distribution refers to the tool
temperature distribution immediately after the tool disengages
the workpiece, which means that the tool temperature distri-
bution is at the end of milling simulation. The final tool
temperature distribution refers to the tool temperature distri-
bution immediately before the tool reengages the workpiece
after certain amount of time of the cooling in the coolant.

7.1 The effect of cutting speed/duration of time for noncutting
periods

In these simulations, three speed values (0.5, 1, and 2 m/s) are
used in this research by converting to duration of time for
noncutting periods (0.60828, 0.30411, and 0.15207 s, respec-
tively). For all these three simulations, the feed rate is 0.2 mm/
tooth, and axial depth of cut is 1 mm. The film coefficients
(17.04, 5230, 1500, 87,500, and 3500 W/m*2 °C) and coolant
initial temperatures (22.85, 20, 20, 25, and —196 °C) are
changed, respectively (air, TrimSol 5 % concentrate water-
based coolant, heavy duty water-soluble oil-based cutting
fluid, emulsion coolant, and liquid nitrogen). It should be
noted that for different coolants, the initial tool temperature
distribution is the same for the same cutting conditions. The
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N
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Final Temperature (°C)
=
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wv

0
80000

T T 1
85000 90000 95000
Film Coefficient (W/m*2°C)

Fig. 11 Sensitivity test of the film coefficient for convection to emulsion
coolant
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Fig. 12 Sensitivity test of the film coefficient for convection to liquid
nitrogen

initial maximum temperature for 0.5, 1, and 2 m/s cutting
speed is 678, 772, and 893 °C, respectively. Therefore, the
initial temperature distribution for the same cutting condition
is only presented once, as shown in this subsection.

7.1.1 The effect of cutting speed/duration of time
for noncutting periods subjected to surrounding air

Figure 13 shows the temperature history for these three sim-
ulations. The final temperature for 0.5, 1, and 2 m/s cutting
speed is 323 °C, 260 °C, and 203 °C, respectively. In addition,
it should be noted that for all three cutting speeds, the final
temperature distribution is uniform. Figure 14 is a simplifica-
tion of the temperature history only using the initial tempera-
ture and final temperature. It is clearly seen that the highest
cutting speed has the highest initial maximum temperature and
the lowest final temperature while the lowest cutting speed has
the lowest initial temperature and the highest final temperature.

In Fig. 15a, the left plot shows the initial temperature
distributions, and the right plot shows the internal horizontal
segment cut out of the temperature distribution half way
through for cutting speed 0.5 m/s. In Fig. 15b, the left plot
shows the initial temperature distributions, and the right plot
shows the internal horizontal segment cut out of the temper-
ature distribution half way through for cutting speed 1 m/s. In
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Fig. 13 Temperature history for three different cutting speeds for
surrounding air
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Fig. 14 Simplified temperature history for three different cutting speeds
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Fig. 15c, the left plot shows the initial temperature distribu-
tions, and the left plot shows the internal horizontal segment
cut out of the temperature distribution half way through for
cutting speed 2 m/s. It is noted that the lowest cutting speed
has the lowest temperature distribution along the rake face but
highest internally while the highest cutting speed has the
highest temperature distribution along the rake face but lowest
internally. This helps to explain why the highest cutting speed
(2 m/s) has the highest initial temperature on the rake face but
has the lowest uniform final temperature. It should be noted
that in Fig. 15, all plots use the same legend scale so that there
is no red zone in Fig. 15a because the red zone is for temper-
atures that are greater than 819 °C. The horizontal segment cut
out in the right plot of 15a, 15b, and 15c starts at point 1 and
continues to point 2.

7.1.2 The effect of cutting speed/duration of time
for noncutting periods subjected to TrimSol 5 % concentrate
water-based coolant

Figure 16 shows the temperature history for these three sim-
ulations. The final temperature for 0.5, 1, and 2 m/s cutting

speed is 20 °C, 23 °C, and 39 °C, respectively. Figure 17 is a
simplification of the temperature history only using the initial
temperature and final temperature. It is manifest that the
highest cutting speed has the highest initial temperature and
the highest final temperature while the lowest cutting speed
has the lowest initial temperature and the lowest final temper-
ature. It should be noted that for all of these three simulations,
the final temperature distribution is uniform.

7.1.3 The effect of cutting speed/duration of time
for noncutting periods subjected to heavy duty water-soluble
oil-based cutting fluid

Figure 18 shows the temperature history for these three sim-
ulations. The final temperature for 0.5, 1, and 2 m/s cutting
speed is 43 °C, 85 °C, and 115 °C, respectively. Figure 19 is a
simplification of the temperature history only using the initial
temperature and final temperature. It is noted that the highest
cutting speed has the highest initial temperature and the
highest final temperature while the lowest cutting speed has
the lowest initial temperature and the lowest final temperature.
For all of these three simulations, the final temperature distri-
bution is uniform.

7.1.4 The effect of cutting speed/duration of time
for noncutting periods subjected to emulsion coolant

Figure 20 shows the temperature history for these three sim-
ulations. The final temperature for 0.5, 1, and 2 m/s cutting
speed is 25 °C, 25 °C, and 25 °C, respectively. Figure 21 is a
simplification of the temperature history only using the initial
temperature and final temperature. It is concluded that the
highest cutting speed has the highest initial temperature and
the lowest cutting speed has the lowest initial temperature with

b c

Fig. 15 Initial temperature distributions and internal horizontal segment cut out of the temperature distribution half way through for three different

cutting speeds (0.5, 1, and 2 m/s, respectively)
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Fig. 16 Temperature history for three different cutting speeds for
TrimSol 5 % concentrate water-based coolant

all of the cutting speeds having the same final temperature, the
temperature of the coolant.

It should be noted that for all of these three simulations, the
final temperature distribution is uniform.

7.1.5 The effect of cutting speed/duration of time
for noncutting periods subjected to liquid nitrogen

Figure 22 shows the temperature history for these three sim-
ulations. The final temperature for 0.5, 1, and 2 m/s cutting
speed is —196 °C, —196 °C, and —196 °C, respectively.
Figure 23 is a simplification of the temperature history only
using the initial temperature and final temperature. It is mani-
fest that the highest cutting speed has the highest initial tem-
perature and the lowest cutting speed has the lowest initial
temperature with all of the cutting speeds having the same final
temperature, the temperature of the coolant. It should be noted
that for all of these three simulations, the final temperature
distribution is uniform.

7.2 The effect of depth of cut for noncutting periods

In these simulations, three depth of cut values (0.5, 1, and
1.5 mm) are used in this research. For all these simulations, the
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Fig. 17 Simplified temperature history for three different cutting speeds
using only the initial and final temperatures for TrimSol 5 % concentrate
water-based coolant
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Fig. 18 Temperature history for three different cutting speeds for heavy
duty water-soluble oil-based cutting fluid

feed rate is 0.2 mm/tooth and axial depth of cut is 1 mm. The
film coefficients (17.04, 5230, 1500, 87,500, and 3500 W/
m”2 °C) and coolant temperatures (22.85, 20, 20, 25, and
—196 °C) are changed, respectively (air, TrimSol 5 % concen-
trate water-based coolant, heavy duty water-soluble oil-based
cutting fluid, emulsion coolant, and liquid nitrogen). It should
be noted that for different coolants, the initial tool temperature
distribution is the same for the same cutting conditions. The
initial maximum temperature for 0.5, 1, and 1.5 mm depth of
cutis 755 °C, 772 °C, and 895 °C, respectively. Therefore, the
initial temperature distribution for the same cutting condition
is only presented once, as shown in this subsection.

7.2.1 The effect of depth of cut for noncutting periods
subjected to surrounding air

Figure 24 shows the temperature history for these three sim-
ulations with different depths of cut. The final temperature for
0.5, 1, and 1.5 mm depth of cut is 162 °C, 260 °C, and 342 °C,
respectively. Figure 25 is a simplification of the temperature
history only using the initial temperature and final tempera-
ture. It is manifest that the highest depth of cut has the highest
initial temperature and highest final temperature and the depth
of cut has great influence on final temperature distributions. It
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Fig. 19 Simplified temperature history for three different cutting speeds
using only the initial and final temperatures for heavy duty water-soluble
oil-based cutting fluid
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Fig. 20 Temperature history for three different cutting speeds for
emulsion coolant

should be noted that for all of these three simulations, the final
temperature distribution is uniform.

In Fig. 26a, the left plot shows the initial temperature
distributions, and the right plot shows the internal horizontal
segment cut out of the temperature distribution half way
through for depth of cut 0.5 mm. In Fig. 26b, the left plot
shows the initial temperature distributions, and the right plot
shows the internal horizontal segment cut out of the temper-
ature distribution half way through for depth of cut 1 mm. In
Fig. 26c, the left plot shows the initial temperature distribu-
tions, and the right plot shows the internal horizontal segment
cut out of the temperature distribution half way through for
depth of cut 2 mm. It is noted that the lowest depth of cut has
the lowest initial temperature distribution along the rake face
and internally and the highest depth of cut has the highest
initial temperature distribution along the rake face and inter-
nally. This helps to explain why depths of cut 0.5 and 1 mm
can have almost the same initial temperature, but the final
temperature for 1 mm depth of cut is higher than that of
0.5 mm depth of cut. It should be noted that in Fig. 26, all
plots use the same legend scale so that there is no red zone in
Fig. 26a because the red zone is for temperatures that are
greater than 894 °C. The horizontal segment cut out in the
right plot of 26a, 26b, and 26c¢ starts at point 1 and continues to
point 2.
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Fig. 21 Simplified temperature history for three different cutting speeds
using only the initial and final temperatures for emulsion coolant
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Fig. 22 Temperature history for three different cutting speeds for liquid
nitrogen

7.2.2 The effect of depth of cut for noncutting periods
subjected to TrimSol 5 % concentrate water-based coolant

Figure 27 shows the temperature history for these three sim-
ulations with different depths of cut. The final temperature for
0.5, 1, and 1.5 mm depth of cut is 22 °C, 23 °C, and 24 °C,
respectively. Figure 28 is a simplification of the temperature
history only using the initial temperature and final tempera-
ture. It is manifest that the highest depth of cut has the highest
initial temperature and highest final temperature. It should be
noted that for all of these three simulations, the final temper-
ature distribution is uniform.

7.2.3 The effect of depth of cut for noncutting periods
subjected to heavy duty water-soluble oil-based cutting fluid

Figure 29 shows the temperature history for these three sim-
ulations with different depths of cut. The final temperature for
0.5, 1, and 1.5 mm depth of cut is 58 °C, 85 °C, and 107 °C,
respectively. Figure 30 is a simplification of the temperature
history only using the initial temperature and final tempera-
ture. It is manifest that the highest depth of cut has the highest
initial temperature and highest final temperature. It should be
noted that for all of these three simulations, the final temper-
ature distribution is uniform.
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Fig. 23 Simplified temperature history for three different cutting speeds
using only the initial and final temperatures for liquid nitrogen
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7.2.4 The effect of depth of cut for noncutting periods
subjected to emulsion coolant

Figure 31 shows the temperature history for these three sim-
ulations with different depths of cut. The final temperature for
0.5, 1, and 1.5 mm depth of cut is 25 °C, 25 °C, and 25 °C,
respectively. Figure 32 is a simplification of the temperature
history only using the initial temperature and final tempera-
ture. It is clearly seen that the highest depth of cut has the
highest initial temperature and the lowest depth of cut has the
lowest initial temperature with all of the cutting speeds having
the same final temperature, the temperature of the coolant. It
should be noted that for all of these three simulations, the final
temperature distribution is uniform.

7.2.5 The effect of depth of cut for noncutting periods
subjected to liquid nitrogen

Figure 33 shows the temperature history for these three sim-
ulations with different depths of cut. The final temperature for
0.5, 1, and 1.5 mm depth of cut is =196 °C, =196 °C, and
—196 °C, respectively. Figure 34 is a simplification of the
temperature history only using the initial temperature and final
temperature. It is clearly seen that the highest depth of cut has
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Fig. 25 Simplified temperature history for three depths of cut using only
the initial and final temperatures for surrounding air
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the highest initial temperature and the lowest depth of cut has
the lowest initial temperature with all of the cutting speeds
having the same final temperature, the temperature of the
coolant. It should be noted that for all of these three simula-
tions, the final temperature distribution is uniform.

7.3 The effect of feed rate

In these simulations, feed rates (0.1, 0.2, and 0.4 mm/tooth).
For all these simulations, the feed rate is 0.2 mm/tooth and
axial depth of cut is 1 mm. The film coefficients (17.04, 5230,
1500, 87,500, and 3500 W/m”2 °C) and coolant temperatures
(22.85, 20, 20, 25, and —196 °C) are changed, respectively
(air, TrimSol 5 % concentrate water-based coolant, heavy duty
water-soluble oil-based cutting fluid, emulsion coolant, and
liquid nitrogen). It should be noted that for different coolants,
the initial tool temperature distribution is the same for the
same cutting conditions. Therefore, the initial temperature
distribution for the same cutting condition is only presented
once, as shown in this subsection. The initial temperatures for
0.1, 0.2, and 0.4 mm/tooth are 794, 772, and 850 °C,
respectively.

7.3.1 The effect of feed rate for noncutting periods subjected
to surrounding air

Figure 35 shows the temperature history for these three sim-
ulations. The final temperatures for 0.1, 0.2, and 0.4 mm/tooth
are 254 °C, 260 °C, and 314 °C, respectively. Figure 36 is a
simplification of the temperature history only using the initial
temperature and final temperature. It is clearly seen that the
highest feed rate has the highest initial temperature and highest
final temperature. It is noted that for 0.1 and 0.2 mm/tooth,
both the initial and final temperatures are very close. It can be
concluded that the feed rate does not affect the initial and final
temperatures very much when it changes from 0.1 to 0.2 mm/
tooth. However, when the feed rate changes from 0.2 to
0.4 mm/tooth, it has significant influence on the initial and
final temperatures. It should be noted that for all of these three
simulations, the final temperature distribution is uniform.

In Fig. 37a, the left plot shows the initial temperature
distributions, and the right plot shows the internal horizontal
segment cut out of the temperature distribution half way
through for feed rate 0.1 mm/tooth. In Fig. 37b, the left plot
shows the initial temperature distributions, and the right plot
shows the internal horizontal segment cut out of the temper-
ature distribution half way through for feed rate 0.2 mm/tooth.
In Fig. 37c, the left plot shows the initial temperature distri-
butions, and the right plot shows the internal horizontal seg-
ment cut out of the temperature distribution half way through
for feed rate 0.4 mm/tooth. It is noted that the lowest and
middle feed rate have very close initial temperature distribu-
tion along the rake face and internally. The highest feed rate
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Fig. 26 Initial temperature distributions and internal horizontal segment cut out of the temperature distribution half way through for three different

depths of cut (0.5, 1, and 2 mm respectively)

has the highest initial temperature distribution along the rake
face and internally. This helps to explain why feed rates of 0.1
and 0.2 mm/tooth have very close final temperatures. It should
be noted that in Fig. 37, all plots use the same legend scale so
that there is no red zone in Fig. 37a, b because the red zone is
for temperatures that are greater than 850 °C. The horizontal
segment cut out in the right plot of 37a, 37b, and 37c starts at
point 1 and continues to point 2.

7.3.2 The effect of feed rate for noncutting periods subjected
to TrimSol 5 percent concentrate water-based coolant

Figure 38 shows the temperature history for these three sim-
ulations. The final temperatures for 0.1, 0.2, and 0.4 mm/tooth
are 23 °C, 23 °C, and 24 °C, respectively. Figure 39 is a
simplification of the temperature history only using the initial
temperature and final temperature. It is clearly seen that the
highest feed rate has the highest initial temperature and the
lowest feed rate has the lowest initial temperature with all of
the feed rates having close to the same final temperature. It
should be noted that for all of these three simulations, the final
temperature distribution is uniform.
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Fig. 27 Temperature histories for the three depths of cut for TrimSol 5 %
concentrate water-based coolant

7.3.3 The effect of feed rate for noncutting periods subjected
to heavy duty water-soluble oil-based cutting fluid

Figure 40 shows the temperature history for these three sim-
ulations. The final temperatures for 0.1, 0.2, and 0.4 mm/tooth
are 83 °C, 85 °C, and 98 °C, respectively. Figure 41 is a
simplification of the temperature history only using the initial
temperature and final temperature. It is clearly seen that the
highest feed rate has the highest initial temperature and
highest final temperature while the lowest feed rate has the
lowest initial temperature and lowest final temperature. It
should be noted that for all of these three simulations, the final
temperature distribution is uniform.

7.3.4 The effect of feed rate for noncutting periods subjected
to emulsion coolant

Figure 42 shows the temperature history for these three sim-
ulations. The final temperatures for 0.1, 0.2, and 0.4 mm/tooth
are 25 °C, 25 °C, and 25 °C, respectively. Figure 43 is a
simplification of the temperature history only using the initial
temperature and final temperature. It is clearly seen that the
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Fig. 28 Simplified temperature history for three depths of cut using only
the initial and final temperatures for TrimSol 5 % concentrate water-based
coolant
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Fig. 29 Temperature history for the three depths of cut for heavy duty
water-soluble oil-based cutting fluid

highest feed rate has the highest initial temperature and the
lowest feed rate has the lowest initial temperature with all of
the feed rates having the same final temperature, the temper-
ature of the coolant. It should be noted that for all of these three
simulations, the final temperature distribution is uniform.

7.3.5 The effect of feed rate for noncutting periods subjected
to liquid nitrogen

Figure 44 shows the temperature history for these three simu-
lations. The final temperatures for 0.1, 0.2, and 0.4 mm/tooth
are —196, —196, —196 °C, respectively. Figure 45 is a simpli-
fication of the temperature history only using the initial tem-
perature and final temperature. It is clearly seen that the
highest feed rate has the highest initial temperature and the
lowest feed rate has the lowest initial temperature with all of
the feed rates having the same final temperature, the temper-
ature of the coolant. It should be noted that for all of these three
simulations, the final temperature distribution is uniform.

7.4 Comparison of the effect of cutting conditions
for noncutting periods subjected to different coolants

To get the full understanding of how the coolants (surrounding
air, TrimSol 5 % concentrate water-based coolant, heavy duty
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Fig. 30 Simplified temperature history for three depths of cut using only
the initial and final temperatures for heavy duty water-soluble oil-based
cutting fluid
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Fig. 31 Temperature history for the three depths of cut for emulsion
coolant

water-soluble oil-based cutting fluid, emulsion coolant, and
liquid nitrogen) affect the tool temperature during the
noncutting period; the temperature histories of each parameter
are compared.

7.4.1 Comparison of the effect of cutting speed/duration
of time for noncutting periods subjected to different coolants

Figure 46 shows the temperature history of cutting speed
0.5 m/s subjected to the different coolants. It is clearly seen
that subjected to air has the highest final temperature (323 °C),
heavy duty water-soluble oil-based cutting fluid has then next
highest final temperature (43 °C), TrimSol 5 % concentrate
water-based coolant (flood) and emulsion coolant have the
next coolest final temperature (20 and 25 °C, respectively) and
liquid nitrogen has the lowest final temperature (—196 °C).
Figure 47 shows the temperature history of cutting speed
1 m/s subjected to the different coolants. It is clearly seen that
subjected to air has the highest final temperature (260 °C),
heavy duty water-soluble oil-based cutting fluid has then next
highest final temperature (85 °C), TrimSol 5 % concentrate
water-based coolant (flood), and emulsion coolant have the
next coolest final temperature (23 and 25 °C, respectively),
and liquid nitrogen has the lowest final temperature (—196 °C).
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Fig. 32 Simplified temperature history for three depths of cut using only
the initial and final temperatures for emulsion coolant
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Fig. 33 Temperature history for the three depths of cut for liquid nitrogen
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Figure 48 shows the temperature history of cutting speed
2 m/s subjected to the different coolants. It is clearly seen that
subjected to air has the highest final temperature (203 °C),
heavy duty water-soluble oil-based cutting fluid has then next
highest final temperature (115 °C), TrimSol 5 % concentrate
water-based coolant (flood) and emulsion coolant have the
next coolest final temperature (39 and 25 °C, respectively) and
liquid nitrogen has the lowest final temperature (—196 °C).

7.4.2 Comparison of the effect of depth of cut for noncutting
periods subjected to different coolants

Figure 49 shows the temperature history of depth of cut
0.5 mm subjected to the different coolants. It is clearly seen
that subjected to air has the highest final temperature (162 °C),
heavy duty water-soluble oil-based cutting fluid has then next
highest final temperature (58 °C), TrimSol 5 % concentrate
water-based coolant (flood) and emulsion coolant have the
next coolest final temperature (22 and 25 °C, respectively) and
liquid nitrogen has the lowest final temperature (—196 °C).
Figure 50 shows the temperature history of depth of cut
1 mm subjected to the different coolants. It is clearly seen that
subjected to air has the highest final temperature (260 °C),
heavy duty water-soluble oil-based cutting fluid has then next
highest final temperature (85 °C), TrimSol 5 % concentrate
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Fig. 34 Simplified temperature history for three depths of cut using only
the initial and final temperatures for liquid nitrogen
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Fig. 35 Temperature history for three different feed rates for surrounding
air
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water-based coolant (flood) and emulsion coolant have the
next coolest final temperature (23 and 25 °C, respectively) and
liquid nitrogen has the lowest final temperature (—196 °C).
Figure 51 shows the temperature history of depth of cut
1.2 mm subjected to the different coolants. It is clearly seen
that subjected to air has the highest final temperature (342 °C),
heavy duty water-soluble oil-based cutting fluid has then next
highest final temperature (107 °C), TrimSol 5 % concentrate
water-based coolant (flood) and emulsion coolant have the
next coolest final temperature (24 and 25 °C, respectively) and
liquid nitrogen has the lowest final temperature (—196 °C).

7.4.3 Comparison of the effect of feed rate for noncutting
periods subjected to different coolants

Figure 52 shows the temperature history of feed rate 0.1 mm/
tooth subjected to the different coolants. It is clearly seen that
subjected to air has the highest final temperature (254 °C),
heavy duty water-soluble oil-based cutting fluid has then next
highest final temperature (83 °C), TrimSol 5 % concentrate
water-based coolant (flood) and emulsion coolant have the
next coolest final temperature (23 and 25 °C, respectively) and
liquid nitrogen has the lowest final temperature (—196 °C).
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Fig.36 Simplified temperature history for three different feed rates using
only the initial and final temperatures for surrounding air
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Fig. 37 Initial temperature distributions and internal horizontal segment cut out of the temperature distribution half way through for three different feed

rates (0.1, 0.2, and 0.4 mm/tooth respectively)

Figure 53 shows the temperature history of feed rate
0.2 mm/tooth subjected to the different coolants. It is clearly
seen that subjected to air has the highest final temperature
(260 °C), heavy duty water-soluble oil-based cutting fluid has
then next highest final temperature (85 °C), TrimSol 5 %
concentrate water-based coolant (flood) and emulsion coolant
have the next coolest final temperature (23 and 25 °C, respec-
tively) and liquid nitrogen has the lowest final temperature
(=196 °C).

Figure 54 shows the temperature history of feed rate
0.4 mm/tooth subjected to the different coolants. It is clearly
seen that subjected to air has the highest final temperature
(314 °C), heavy duty water-soluble oil-based cutting fluid has
then next highest final temperature (98 °C), TrimSol 5 %
concentrate water-based coolant (flood) and emulsion coolant
have the next coolest final temperature (24 and 25 °C, respec-
tively) and liquid nitrogen has the lowest final temperature
(=196 °C).

Knowing all of the trends of the temperature history of all
simulations seen in Figs. 46,47, 48, 49, 50, 51, 52, 53, and 54,
it can be seen that liquid nitrogen is most effective in reducing
the temperature of the tool due to the fact that it consistently
cools the tool in the least amount of time, emulsion coolant is
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Fig. 38 Temperature histories for three different feed rates for TrimSol
5 % concentrate water-based coolant
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the second most efficient coolant used, TrimSol 5 % concen-
trate water-based coolant (flood) is the third most efficient
coolant, heavy duty water-soluble oil-based cutting fluid is the
fourth most efficient coolant, and surrounding air is least
efficient coolant scheme used.

7.4.4 Comparison of the effect of different coolants
on the final temperature for noncutting periods

Due to the low thermal conductivity of Ti alloys, which is an
inherent property of this group of materials, it is highly desir-
able that the temperature of tool insert can be lowered to room
temperature after tool insert disengages the workpiece in order
to avoid the accumulation of the heat along tool-chip contact
length when the tool insert engages the workpiece again. The
aim of this research is to investigate the effects of different
cooling schemes during the noncutting period of the milling
process to lower the temperature of the tool insert before the
tool insert reengages the workpiece. This research provides
insights of cutting conditions and cooling schemes under
which tool life can be increased.
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Fig. 39 Simplified temperature histories for three different feed rates
using only the initial and final temperatures for TrimSol 5 % concentrate
water-based coolant
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Fig.40 Temperature histories for three different feed rates for heavy duty
water-soluble oil-based cutting fluid

Figure 55 shows the comparison of the final temperatures
for the three cutting speeds (0.5, 1, 2 m/s). It is clearly seen
that surrounding air has the highest final temperatures, and as
the cutting speeds increase, the final temperatures decrease
(323, 260 °C, 203°, respectively). Heavy duty water-soluble
oil-based cutting fluid has the next highest final temperature
with the cutting speed of 0.5 mm being closest to room
temperature and the other final temperatures increasing as
the cutting speed increases (43, 85, 115 °C, respectively).
TrimSol 5 % concentrate water-based coolant (flood) consis-
tently reduces the final temperatures of the insert close to room
temperature with little variation between each final tempera-
ture but as the cutting speed increases so does the final
temperature (20, 23 °C, 39°). Emulsion coolant consistently
reduces the final temperatures of the insert close to room
temperature with no variation of the coolant and equaling
the temperature of the coolant (25 °C). Liquid nitrogen has
the lowest final temperatures with the temperatures being the
same and equaling the temperature of the coolant (—196 °C).
Based on Fig. 55, it is manifested that for different coolants,
the final temperature of tool may change differently as the
cutting speed changes. This can be explained as follows:
During the cooling process, the final temperature of the tool
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Fig. 41 Simplified temperature histories for three different feed rates
using only the initial and final temperatures for heavy duty water-soluble
oil-based cutting fluid
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Fig. 42 Temperature history for three different feed rates for emulsion
coolant

is affected by three factors: cooling time, film coefficient of
the coolant, and the initial amount of heat in the tool before
cooling process begins. When the film coefficient is low (for
the air, of which the film coefficient is 17.04 W/m"2 °C), the
final temperature is mainly determined by the initial amount of
heat in the tool since the heat transfer rate is very small. When
the cutting speed is high, the initial surface temperature of the
tool obtained when the milling process ends is higher than that
of lower cutting speed. However, the initial amount of heat for
higher cutting speed is lower than that of lower cutting speed.
Consequently, when air is used as the coolant, the final tem-
perature (the final amount of heat) for higher cutting speed is
lower. When the film coefficient is high (for flood, heavy duty
water-soluble oil-based cutting fluid, of which the film coef-
ficients are 1500 and 5230 W/m"2 °C, respectively), the final
temperature is mainly determined by the amount of heat
transferred during cooling process, which is the product of
the film coefficient and the cooling time. Because the cooling
time for higher cutting speed is smaller than that for lower
cutting speed, the amount of heat transferred for higher cutting
speed is smaller. Consequently, the final amount of heat (final
temperature) will be higher for high cutting speed. When the
film coefficient is extremely high (for emulsion coolant and
liquid nitrogen, of which the film coefficients are 87,500 and
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Fig. 43 Simplified temperature histories for three different feed rates
using only the initial and final temperatures for emulsion coolant
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Fig. 44 Temperature history for three different feed rates for liquid
nitrogen

35,000 W/m”2 °C, respectively), the final amount of heat
(final temperature) will be the same for all cutting speeds.

Figure 56 shows the comparison of the final temperatures
for the three depths of cut (0.5, 1, 1.5 mm). It is clearly seen
that surrounding air has the highest final temperature and as
the depth of cut increases so does the final temperatures (162,
260, 342 °C, respectively). Heavy duty water-soluble oil-
based cutting fluid has the next highest final temperature with
the depth of cut of 0.5 mm being closest to room temperature
and the other final temperatures increasing as the depth of cut
increases (58, 85, 107 °C, respectively). TrimSol 5 % concen-
trate water-based coolant (flood) is able to reduce the final tool
temperature close to room temperature and is almost the exact
same temperature for all the depths of cut (22, 23, 24 °C,
respectively). Emulsion coolant consistently reduces the final
temperatures of the insert near the room temperature which is
also the temperature of the coolant (25 °C). Liquid nitrogen
has the lowest final temperatures with the temperatures being
the same and equaling the temperature of the coolant
(=196 °C).

Figure 57 shows the comparison of the final temperatures
for the three feed rates (0.1, 0.2, 0.4 mm/tooth). It is clearly
seen that surrounding air has the highest final temperature and
as the feed rate increases so does the final temperatures (254,
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Fig. 45 Simplified temperature histories for three different feed rates
using only the initial and final temperatures for liquid nitrogen
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Fig. 46 Temperature history for cutting speed of 0.5 m/s subjected to
coolants

260, 314 °C, respectively). Heavy duty water-soluble oil-
based cutting fluid has the next highest final temperature with
little change in the final temperature as the feed rate increases
(83, 85, 98 °C, respectively). TrimSol 5 % concentrate water-
based coolant (flood) is able to reduce the final tool temper-
ature close to room temperature and is almost the exact same
temperature for all the feed rates (23, 23, 24 °C, respectively).
Emulsion coolant consistently reduces the final temperatures
of the insert near the room temperature which is also the
temperature of the coolant (25 °C). Liquid nitrogen has the
lowest final temperatures with the temperatures being the
same and equaling the temperature of the coolant (—196 °C).

7.5 The effects of cutting conditions with cooling schemes
during the noncutting periods on thermal stress

Due to the cyclic loading nature of milling processes, heating
during cutting stage and cooling during noncutting stage cause
cyclic, thermal stress in tool insert. In this section, the thermal
stress is investigated using the change in temperature of the
hottest point on the insert for the simulations. This provides
insights of the possibility of thermal cracking due to the cyclic
thermal stress.
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Fig. 47 Temperature history for cutting speed of 1 m/s subjected to
coolants
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Fig. 48 Temperature history for cutting speed of 2 m/s subjected to
coolants

7.5.1 The effects of cutting speeds with cooling schemes
during the noncutting periods on thermal stress

Figure 58 shows that the thermal stress of the three cutting
speeds (0.5, 1, 2 m/s) subjected to the different coolants. The
thermal stress for the three simulations varying the cutting
speed subjected to the surrounding air is 1.78, 2.56, 3.45 GPa,
respectively. It is clearly seen for the simulations subjected to
the surrounding air that the highest cutting speed has the
highest thermal stress and the lowest cutting speed has the
lowest thermal stress. The thermal stress for the three simula-
tions varying the cutting speed subjected to 5 % concentrate
water-based coolant is 3.29, 3.75, 4.28 GPa, respectively. It is
clearly seen for the simulations subjected to 5 % concentrate
water-based coolant that the highest cutting speed has the
highest thermal stress and the lowest cutting speed has the
lowest thermal stress. The thermal stress for the three simula-
tions varying the cutting speed subjected to heavy duty water-
soluble oil-based cutting fluid is 3.18, 3.44, 3.90 GPa, respec-
tively. It is clearly seen for the simulations subjected to heavy
duty water-soluble oil-based cutting fluid that the highest
cutting speed has the highest thermal stress and the lowest
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Fig. 49 Temperature history for depth of cut of 0.5 mm subjected to
coolants

Fig. 50 Temperature history for depth of cut of 1 mm subjected to
coolants

cutting speed has the lowest thermal stress. The thermal stress
for the three simulations varying the cutting speed subjected to
emulsion coolant is 3.27, 3.74, 4.34 GPa, respectively. It is
clearly seen that the highest cutting speed has the highest
thermal stress and the lowest cutting speed has the lowest
thermal stress. The thermal stress for the three simulations
varying the cutting speed subjected to liquid nitrogen is 4.37,
4.85, 5.45 GPa, respectively. It is clearly seen for the simula-
tions subjected to liquid nitrogen that the highest cutting speed
has the highest thermal stress and the lowest cutting speed has
the lowest thermal stress.

By comparing the thermal stress of the different coolants, it
is clearly seen that the simulations subject to air have the
lowest thermal stress and the simulations subjected to liquid
nitrogen have the highest thermal stress.

7.5.2 The effects of depths of cut with cooling schemes
during the noncutting periods on thermal stress

Figure 59 shows that the thermal stress of the three depths of
cut (0.5, 1, 1.5 mm) subjected to the different coolants. It
shows that the thermal stress for the three simulations varying
the depths subjected to the surrounding air is 2.95, 2.56,
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Fig. 51 Temperature history for depth of cut of 1.5 mm subjected to
coolants
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Fig. 52 Temperature history for feed rate of 0.1 mm/tooth subjected to
coolants

2.77 GPa, respectively. It is clearly seen for the simulations
subjected to surrounding air that the middle depth of cut,
1 mm, has the lowest thermal stress. The thermal stress for
the three simulations varying the depths of cut subjected to
TrimSol 5 % concentrate water-based coolant is 3.67, 3.75,
4.36 GPa, respectively. It is clearly seen that for the simula-
tions subjected to TrimSol 5 % concentrate water-based cool-
ant the lowest depth of cut has the lowest thermal stress and
the highest depth of cut has the highest thermal stress. The
thermal stress for the three simulations varying the depths of
cut subjected to heavy duty water-soluble oil-based cutting
fluid is 3.49, 3.44, 3.95 GPa, respectively. It is clearly seen for
the simulations subjected to heavy duty water-soluble oil-
based cutting fluid that the middle depth of cut, 1 mm, has
the lowest thermal stress. The thermal stress for the three
simulations varying the depths of cut subjected to emulsion
coolant is 3.65, 3.74, 4.35 GPa, respectively. It is clearly seen
for the simulations subjected to emulsion coolant that the
highest depth of cut has the highest thermal stress and the
lowest depth of cut has the lowest thermal stress. The thermal
stress for the three simulations varying the depths of cut
subjected to liquid nitrogen is 4.76, 4.85, 5.46 GPa, respec-
tively. It is clearly seen for the simulations subjected to liquid
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Fig. 53 Temperature history for feed rate of 0.2 mm/tooth subjected to
coolants
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Fig. 54 Temperature history for feed rate of 0.4 mm/tooth subjected to
coolants

nitrogen that the highest depth of cut has the highest thermal
stress and the lowest depth of cut has the lowest thermal stress.

It is clearly seen that the simulations subjected to air have
the lowest thermal stress and the simulations subjected to
liquid nitrogen have the highest thermal stress.

7.5.3 The effects of feed rates with cooling schemes
during the noncutting periods on thermal stress

Figure 60 shows that the thermal stress of the three feed rates
(0.1, 0.2, 0.4 mm/tooth) subjected to the different coolants. It
is clearly seen that the simulations subjected to air have the
lowest thermal stress and the simulations subjected to liquid
nitrogen have the highest thermal stress.

Figure 60 shows the thermal stress for the three simulations
varying the feed rates subjected to the surrounding air is 2.70,
2.56, 2.69 GPa, respectively. It is clearly seen the simulations
subjected to surrounding air that the middle feed rate, 0.2 mm/
tooth, has the lowest thermal stress. The thermal stress for the
three simulations varying the feed rates subjected to the
TrimSol 5 % concentrate water-based coolant is 3.86, 3.75,
4.14 GPa, respectively. It is clearly seen the simulations sub-
jected to TrimSol 5 % concentrate water-based coolant that the
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Fig. 55 Comparison of final temperatures for cutting speeds subjected to
different coolants
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middle feed rate has the lowest thermal stress. The thermal
stress for the three simulations varying the feed rates subjected
to heavy duty water-soluble oil-based cutting fluid is 3.56,
3.44, 3.76 GPa, respectively. It is clearly seen the simulations
subjected to heavy duty water-soluble oil-based cutting fluid
that the middle feed rate, 0.2 mm/tooth, has the lowest thermal
stress. The thermal stress for the three simulations varying the
feed rates subjected to emulsion coolant is 3.85, 3.74,
4.13 GPa, respectively. It is clearly seen the simulations sub-
jected to emulsion coolant that the middle feed rate, 0.2 mm/
tooth, has the lowest thermal stress. The thermal stress for the
three simulations varying the feed rates subjected to liquid
nitrogen. The thermal stress for 0.1, 0.2, and 0.4 mm/tooth is
4.96, 4.85, 5.24 GPa, respectively. It is clearly seen the sim-
ulations subjected to liquid nitrogen that the middle feed rate,
0.2 mm/tooth, has the lowest thermal stress.

8 Conclusions

In this paper, AdvantEdge FEM is used to model and simulate
three dimensional (3D) corner up milling of Ti-6Al-4V to
investigate the effects of cutting conditions (cutting speed,
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Fig. 57 Comparison of final temperatures for feed rates subjected to
different coolants
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Fig. 58 Comparison of thermal stress for three different cutting speeds
subjected to different coolants

feed rate, and axial depth of cut) on temperature of the tool
rake face and use Abaqus to conduct heat transfer analysis
after the tool disengages the workpiece while being subjected
to different cooling schemes before it reengages the work-
piece. The tool material used is general carbide, and Johnson-
Cook plastic model is utilized to model behavior of the work-
piece Ti-6Al-4V. The 4-node linear heat transfer tetrahedron
elements (DC3D4) are used in Abaqus heat transfer model.
The convergence tests are conducted, and sensitivity test of
the film coefficient is carried out.
New findings are the following:

1. For all sets of cutting conditions along with various
cooling schemes, the final tool temperature is uniform
throughout the tool insert.

2. Cutting speed has a large influence on the tool tempera-
ture distribution. The higher cutting speed generates
higher initial temperature distribution along the rake face
and lower internal temperature in the tool. When subject-
ed to the surrounding air, final tool temperature decreases
as the cutting speed increases. When subjected to the
TrimSol 5 % concentrate water-based coolant and heavy
duty water-soluble oil-based cutting fluid, final tool tem-
perature increases as the cutting speed increases. When
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Fig. 59 Comparison of thermal stress for three different depths of cut
subjected to different coolants
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subjected to the emulsion coolant and liquid nitrogen, the
final tool temperature equals the temperature of the cool-
ant for all different cutting speeds. The cooling scheme
that consistently reduces the final tool temperature for the
cutting speeds to room temperature or near; therefore, the
possible optimal cooling scheme is the emulsion coolant
and TrimSol 5 % concentrate water-based coolant. For all
cutting speed simulations, no matter what coolant the
insert is subjected to, as the cutting speed increases the
higher the thermal stress.

3. Axial depth of cut also has a large influence on the tool
temperature distribution. When subjected to all cooling
schemes, the higher depth of cut gives the higher initial
tool temperature. However, the initial temperature be-
tween depth of cut of 0.5 and 1 mm is not proportional
to the change of the depth of cut. This results in a lower
change in temperature during the cooling period and
consequently reduces thermal stress when 1 mm depth
of cut is used. This gives us the guidance that 1 mm depth
of cut might be the optimal value to control the tool
temperature while still maintaining an acceptable material
removal rate (MRR). When subjected to the surrounding
air, TrimSol 5 % concentrate water-based coolant, and
heavy duty water-soluble oil-based cutting fluid; as the
depth of cut increases so does the finial temperature which
is almost proportional to the change of the depth of cut.
When subjected to the emulsion coolant and liquid nitro-
gen, the final temperature equals the temperature of the
coolant no matter the change in depth of cut. The cooling
scheme that consistently reduces the final tool tempera-
ture for the cutting speeds to room temperature or near,
there for the possible optimal cooling scheme, is the
emulsion coolant and TrimSol 5 % concentrate water-
based coolant. For simulations subjected to TrimSol 5 %
concentrate water-based coolant and emulsion coolant,
simulations with increased depths of cut had a higher
thermal stress but the depths of cuts of 0.5 and 1 mm have
little change in thermal stress. For simulations subjected

@ Springer

liquid nitrogen; the feed rate does not affect the initial
temperature very much when it changes from 0.1 to
0.2 mm/tooth. However, when the feed rate changes from
0.2 to 0.4 mm/tooth, it has significant influence on the
initial temperature. Also, when subjected to the surround-
ing air, TrimSol 5 % concentrate water-based coolant, and
heavy duty water-soluble oil-based cutting fluid; the feed
rate does not affect the final temperature very much when
it changes from 0.1 to 0.2 mm/tooth. However, when the
feed rate changes from 0.2 to 0.4 mm/tooth, it has signif-
icant influence on the final temperature. This gives us
guidance that 0.2 mm feed rate might be an optimal value
to control the tool temperature while still maintaining an
acceptable material removal rate (MRR). When subjected
to the emulsion coolant and liquid nitrogen, the final
temperature equals the temperature of the coolant no
matter the change in depth of cut. The cooling scheme
that consistently reduces the final tool temperature for the
cutting speeds to room temperature or near, there for the
possible optimal cooling scheme, is the emulsion coolant
and TrimSol 5 % concentrate water-based coolant. For all
feed rate simulations, no matter what coolant the insert is
subjected to, the feed rate of 0.2 mm/tooth has the lowest
thermal stress. Thus, giving us more guidance that 0.2
feed rate might be the optimal value to control the tool
temperature while still maintaining an acceptable material
removal rate (MRR)
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