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Abstract The implementation of computerised condition mon-
itoring systems for the detection cutting tools’ correct installa-
tion and fault diagnosis is of a high importance in modern
manufacturing industries. The primary function of a condition
monitoring system is to check the existence of the tool before
starting any machining process and ensure its health during
operation. The aim of this study is to assess the detection of
the existence of the tool in the spindle and its health (i.e. normal
or broken) using infrared and vision systems as a non-contact
methodology. The suggested technique is based on ‘learning
from experience’ concept. The application of principal compo-
nent analysis (PCA) and discrete wavelet transform (DWT)
combined with neural networks is investigated using both types
of data in order to establish an effective and reliable novel
software program for tool tracking and health recognition.
Infrared and visual cameras are used to locate and track the
cutting tool during themachining process using suitable analysis
and image processing algorithms. The capabilities of PCA and
DWT combined with neural networks are investigated in
recognising the tool’s condition by comparing the characteristics
of the tool to those of known conditions in the training set. The
experimental results have shown high performance when using
the infrared data in comparison to visual images for the selected

image and signal processing algorithms for these suggested self-
learning techniques.

Keywords Image processing . PCA . Neural network . Tool
recognition . Self-learning .Manufacturing processes

1 Introduction

Tool state recognition is important in machining processes in
order to maintain the productivity of the manufacturing sys-
tem and the quality of the produced products. Tool state
recognition, in general, consists of two steps: (1) verifying
the tool’s existence and (2) detecting the tool health state
(normal, severely worn or broken). In this paper, tool recog-
nition of the tool’s existence and its health, normal or broken,
is performed by principal component analysis (PCA) and
discrete wavelet transform (DWT) combined with neural net-
works using visual and infrared images. Studies found in
literature on condition monitoring of tool conditions using
sensor fusion of multi-sensor features reveal the general ef-
fectiveness of such approach (see for example Al-Habaibeh
et al. [1–3]). The references describe the implementation of
sensor fusion systems for a CNC machine tool and its ma-
chining processes. The monitoring systems described have
used a variety of known methods and sensors such as force,
torque, vibration, acoustic emission and temperature to mon-
itor the machining processes and the physical condition of the
machine tool. Results show that some signals are found to be
useful in detecting the tool’s condition while others are less
sensitive; this has been found to be ‘case dependent’.
However, the work did not include the existence of the cutting
tool as part of the study. Sensors that have been found useful in
one occasion have not been useful in others. Many other
references found in literature have used diversity of known
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methods and sensors for monitoring cutting tool conditions (see
for example the reviews in reference [4]). Common methods
include spindle motor current signals [5], piezoelectric force
sensors [6, 7], vibration [7–10], sound and acoustic emission
[10–12]. The problem of the above sensors as has been argued
by [4] is that the position or location selection of the sensormight
be a problem; the sensors might be sensitive to other events and
process variation, in addition to the lack of stability in during the
cutting process. Therefore, researchers have attempted to use
vision systems to address some of the above drawbacks. In
comparison, vision systems (visual and infrared) are not expect-
ed to have the same technical problems in most cases.

Many approaches and methods based on image data and
image processing algorithms have been explored in this field
of research for an attempt to achieving reliable tool condition
monitoring. Research using visual vision systems included the
use of image processing approach to detect and measure the
tool flank wear area using a microscope [13], monitoring the
actual tool condition based upon the edge radius of the tool
[14], condition monitoring for drilling tools using high-speed
camera [15] and non-contact vision system for on-line moni-
toring of the cutting tool without removing the tool from the
machine. Gradient detection algorithmwith polynomial fitting
has been applied in turning [16]. In most cases, it has been
found that the suggested techniques might be difficult to be
implemented online in real industrial environments due to the
required set-up for the measurement processes or the systems
have not been able to detect the tool conditions due to the
selected image processing approach.

Condition monitoring of machining operations using im-
age processing of infrared thermography have been limited in
research (see for example [17, 18]). The use of infrared
technology in other applications has been more common
(see for example Al-Habaibeh et al. [19] where a mechatronic
approach of using infrared thermography combined with im-
age processing for the quality control of a laser sealing process
for food containers has been presented). Recently, reference
[20] has presented the sensors and signal processing technol-
ogies applied in machining processes; it is clear that insuffi-
cient research work has been covered in the area of vision
systems for visual and infrared imaging to investigate tool
condition monitoring (TCM).

From the above discussion, it can be seen that limited
research has been done in the combined area of tool recogni-
tion and identification, particularly using autonomous infrared
and vision technology. There is lack in the development of a
non-contact monitoring system for tool recognition and health
monitoring. However, tool recognition is as important as tool
wear detection. This is because the on-line and real-time
verification of the existence of the tool before starting machin-
ing is of high importance and will also support catastrophic
tool breakage. However, when using two dimensional data,
the complexity becomes in the selection of the most suitable

image processing to enhance the classification and the
decision-making process. In this study, a novel implementa-
tion of DWT and PCA is considered. DWT (see for example
[19–21]), is normally used in signal and image processing in
order to obtain the useful information from the signal or image
that can be used for feature extraction stage. The PCA is
widely used in image processing, particularly in the area of
face recognition and compression [22–25].

This study has addressed this issue and has presented a
novel monitoring system for tool recognition and identifica-
tion based on a comparative study between DWT and PCA
combined with neural networks. The DWT provides a time-
frequency representation of the signal. The originality of this
work comes from investigating visual and well as infrared
images for detection the cutting tools and its health (normal or
broken) in a self-learning approach. It is one of the first studies
that compare between visual and infrared for detection and
evaluating the health of a milling process. In this paper, DWT
and PCA combined with neural networks will be used in a
comparative study investigating the data obtained from infra-
red and visual imaging systems to detect the existence of the
cutting tool and recognise its health conditions.

2 Methodology

Figure 1 presents the methodology used in this paper.
Experiments are carried out on CNC milling machine.
Images of the cutting tool are captured using an infrared
camera and its associated visual camera during the process.

Captured images are then saved on a computer for further
analysis usingMATLAB software. Image processing algorithms
and two different methods namely PCA and DWT combined
with neural networks are used to recognise the existing and the
health condition of the cutting tool. The methodology, as shown
in Fig. 1, is to compare the two suggested approaches in order to
develop an improved computer algorithm for tool recognition
and evaluate between infrared and visual data.

2.1 The application of the principal component analysis
approach

This research work investigates the capability of the image
processing and PCA approach to recognise the existing and
the health condition of the cutting tool. Images are acquired
using infrared and visual cameras.

PCA approach is used in order to develop a computer
algorithm for tool recognition. The PCA approach is used in
this study because it is fast and relatively simple algorithm and
has shown high performance in literature for other applica-
tions. Figure 2 presents the flow chart of the implemented
algorithm where further technical details will be described
further in the following sections. Infrared and visual images
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are captured before developing a greyscale image and
cropping the images to the required area. Images are then
filtered using median filter in order to remove noise from
images. Median filter is used in this study, as it is normally
very effective in removing noise while preserving edges. It is
particularly effective at removing ‘salt-and-pepper’-type
noise. All images are then put in one space S and normalised.
The covariance matrix is then calculated where eigenvector
and eigenvalue are obtained and normalised. The weight of
each image in the training set is calculated. More details are
described in Sect. 3 of this paper.

2.2 The application of discrete wavelet transform combined
with artificial neural networks

The acquired images by the machine vision system are saved
to the computer, and MATLAB software is used for image

processing and data analysis. A feed-forward neural network
is used in order to develop a pattern recognition method for
tool recognition. The research methodology of using DWT
with artificial neural network (ANN) is shown in Fig. 3. The
acquired images are converted into greyscale level in order to
simplify and also speed up the processing of these colour
images. Noise removal is used for the purpose of image
restoration in order to remove the noise from the image in
such a way that the ‘original image’ can be clearly discernible.
Then, image gradient is introduced which is the directional
change of the intensity or colour of the image. It is used to
extract and convey additional information from the images as
shown in Fig. 4.

The DWT provides a time-frequency representation of the
signal. It is implemented in order to reduce the required
computational time and resources. DWT has an advantage
of being easy to use. It also provides flexible multi-
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Fig. 1 A schematic diagram of
the research methodology
implemented in this paper
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resolution analysis of an image [19–21]. DWT is used in
signal and image processing in order to obtain the useful
information from the signal or image that can be used for
feature extraction stage. A feature extraction stage is intro-
duced as a significant procedure to be used in order to extract
important information from all images which have a signifi-
cant effect on the condition to be predicted. The obtained two
images after applying DWT are used for feature extraction
stage. Four features are applied: standard division, average,

kurtosis and skewness. These features are obtained from
both images of low-pass and high-pass filters. As a result,
eight features are used to input to the neural network for
tool recognition and classification. A pattern recognition
stage, feed-forward back-propagation network is used for
pattern recognition and tool recognition and classification.
The use of ANNs is confined to distinguish between three
conditions: ‘tool found,’ ‘tool not found’ and ‘tool break-
age’. Further details regarding the used image processing,
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Fig. 2 A detailed schematic
diagram of the PCA approach
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Fig. 3 Tool recognition based on
DWT combined with ANN
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feature selection and pattern recognition are described in
Sect. 8.

3 Principle of principal component analysis approach
for tool recognition

Normally, an image is constructed as a 2-D or 3-D matrix;
however, from mathematical view, it can be represented as
vector with the length w×h, where the rows of the image are
placed beside each other [26] as shown in Fig. 5 and where a0,0,
a0,1…, a0,N−1, a0,1, a1,1,…, a1,N−1,…, aM−1,0,…, aM−1,N−1 are
elements of the image shown in Fig. 5. The number of elements
of this image is w×h. Each image of the training set is then
represented in a vector image and then placed in one space with
dimension of w×h, which is known as image space (training
set). The same set should be normalised. Figure 6 presents
training set and its normalised set. All tool vectors are placed
in a very narrow cluster in the image space.

Next, covariance matrix of the set of tool images (image
space) is obtained, after which the eigenvector is calculated.

Eigenvectors form a set of features that characterises the
variation between images of the tool for different conditions.
Thus, each of the tool images contributes more or less to
the eigenvector, in which the eigenvectors can be
displayed as a set of ghostly tools, which are called
eigen tools as shown in Fig. 7. Images in the training
set can be approximately reconstructed by storing a small
collection of weights for each tool and a small set of
standard pictures. So, tool images in a training set can be
the weighted sums of small collection of characteristics
of the tools. An effective model should be able learn and
recognise particular tool to build the characteristic fea-
tures from known images of the tool. Then, it should be
capable in recognising the particular tool by comparing
features of the image with known features of the images
in the training set.

3.1 Mathematical analysis of principal component analysis
approach

First step is to obtain a set S with m images, where m in this
study is 28 tool images (see Fig. 6). Each image is cropped
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used as training set and its
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(a) Eigen-tools

(b) Normalised Eigen-tools (binary)

Fig. 7 Eigen tools and its
normalised eigen tools (binary)
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into size (241×176) and then transformed into a vector of size
v (42,416×1) and then located into the set S, as shown in
Eq. (1).

S ¼ Γ 1;Γ 2;Γ 3;…;Γ nf g ð1Þ

where

S is the training set with size S (42,416×28) and
Γ is the vector that represents an image of the training set.

Once the set S has been obtained, all images will be
normalised (see Fig. 6), and then, the next step is to obtain
the covariance matrix. Obtaining the covariance matrix A can
be achieved by Eq. (2).

A ¼ 1

M

X
n¼1

M

xi−x
� �

xi−x
� �

ð2Þ

where

A ¼ Aj

xi is the row vector
A ¼ v1; v2; v3;…vn½ �

ð3Þ

where (vi) is the eigenvector.
By calculating L as in Eq. (4)

L ¼ A � Aj ð4Þ

The eigenvector (vi) and the eigenvalue (λ) can be obtained
using Eq. (5):

Lvi ¼ λvi ð5Þ
where

λ is the eigenvalue >1 and vi is the eigenvector. λk can be
calculated as follows:

λk ¼ 1

M

X
k¼1

M

uTk Γ k

� �2 ð6Þ

The eigenvector (v) can be normalised which will be the
eigen images of the images of the training set, also called
eigen tools or ghostly tools (see Fig. 7).

An input image, image Q, is then acquired for testing by
converting the image into greyscale and cropped in the size of
Q (241×176). Figure 7 illustrates the acquired and matched
images and their representation in binary format. The input
image is then reshaped into a vector q of size (61,401×
1 pixels).

3.2 Tool recognition procedure

& Project the input image into each eigen tool by calculating
the dot product of eigenvector of input image (q) and each
eigenvector of eigen tools (u) space.

P ¼ q u ð7Þ

& Reconstruct a new image R by summation of the mean Ψ
and multiplication of u, and P reconstructed image should
be the same size as the input image R (241×176).

R ¼ Ψ þ u p ð8Þ
& Once the above procedure is completed, the system will

show the reconstructed image (matched image) (see
Fig. 6). If the reconstructed image matches an image of
tool not found or ‘broken tool’, a warring message will
appear and the execution of the program will stop till the
user takes a suitable action. This simply can be done by
calculating the difference between the input image Q
(241×176) and reconstructed image R (241×176).

The difference,

D ¼ Q−R ð9Þ

AVG ¼ 1

n

X
i¼1

n

Di ð10Þ

STD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiX
i¼1

n

D2
i

n

vuuut
−

X
i¼1

n

Di

n
ð11Þ

The average (AVG) and standard division (STD) of the
difference (D) are then calculated. Each image is expected to
have different values of AVG and STD; if the value of an input
image has matched the same value of a tool not found or
broken tool, the warring dialog box will appear with a short
suitable massage and stop the machine tool.

4 The application of discrete wavelet transform combined
with neural networks

Image reduction (IR) and analysis are required in order to
extract the superlative information from the acquired images.
Two types of image processing algorithms, namely gradient
and discrete wavelet (DWT) are used. These techniques are
integrated in a condition monitoring algorithm to evaluate
their capabilities when used to process infrared and visual
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image features to recognise the existing and the health condi-
tion of the cutting tool.

4.1 Image gradient technique

Image gradient is the directional change of the intensity or
colour of the image. It is widely used in image processing such
as face to extract useful information from images. The mag-
nitude Δf(x,y)| and orientation θG of intensity gradient are
computed as follows [27, 28]:

Δ f x; yð Þj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gx x; yð Þ2 þ Gy x; yð Þ2

q
ð12Þ

θG x; yð Þ ¼ arctan
Gy x; yð Þ
Gx x; yð Þ

� �
ð13Þ

where

Gx x; yð Þ ¼ f x; yð Þ � Kx x;yð Þ
Gy x; yð Þ ¼ f x; yð Þ � Ky x;yð Þ

where
* denotes a 2-D convolution operation andKx(x,y) andKy(x,y)

are the horizontal and vertical gradient kernels, respectively.
In this study, gradient technique is used to analyse the

image in order to improve the visualisation of the image (see
Fig. 4).

4.2 Discrete wavelet transforms

The DWT of an image is representing the image into
other form. It does not change the information content
present in the image. The wavelet transform provides a

time-frequency representation of the signal. It used in
order to reduce the computation time and resources
required. DWT has an advantage of easy to use and
minimise the computation time and can be used for a
finite group of data. It also provides flexible multi-
resolution analysis of an image [29, 30]. DWT is used
in signal and image processing in order to obtain the
useful information from the signal or image that can be
used for further analysis. The input image is the region
of interest of the original image of the cutting tool img
(371×251) pixel.

4.2.1 Principle of discrete wavelet transform

Spouse signal S (n) where n=0, 1, 2, 3,…,M−1 and j≥j0 the
DWT can be defined as follows:

Wφ j0; kð Þ ¼ 1

M

X
n

S nð Þφ j0;k
nð Þ ð14Þ

Wy j0kð Þ ¼ 1

M

X
n

S nð Þy j;k nð Þ ð15Þ

Where

N is a number of samples of signal
j and j0 are integers where j ≥ j0.
φ j0;k

and y j,k are the transformation kernels.

Having an image img(m, n), the decomposition will be
applied in directions m and n (horizontally, vertically and
diagonally, respectively). The decomposition of the image
img(m, n) will compute the approximation coefficient matrix
ϕ(m,n) and detail coefficient matrices y(m,n) obtained by
wavelet decomposition of the input image. Firstly, the matrix

Fig. 8 Experimental set-up
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(image) decomposition of the processing of the image will be
done by rows using wavelet (high-pass) and then scaling (low-
pass) function followed by columns. The obtained coefficients
are as follows:

φ m; nð Þ ¼ φ mð Þφ nð Þ is the low‐pass filter: ð16Þ

y m; nð Þ ¼ y mð Þy nð Þ is the high‐pass filter: ð17Þ

Feature selection is a significant procedure to be used in
order to extract important information from all images which
have a significant effect on the condition to be predicted. The
obtained two images after applying DWT are used for feature
extraction stage. Four features are applied: standard division,
average, kurtosis and skewness. These features are obtained
from both images of high-pass and low-pass filters. As a
result, eight features will be used to input to the neural net-
work for tool wear classification.

5 Neural network structure

MATLAB neural network toolbox is utilised to build the
ANN models. The used ANN in this research work has a
feed-forward structure with one hidden layer used

between the input and output layers and one output var-
iable in the training data set. Computer memory in this
study is sufficient for the training. Due to the choice of
the feed-forward back-propagation network, the features
are normalised in range between zero and one for the
training phase. All features from the images of ‘normal
conditions’, tool not found and tool breakage are gathered
in a large cell array. Each row will represent the features
of an eight features of an image of the tool.

The training can cease according to the criteria of either
mean square error (MSE) reaches a certain value or the num-
ber of training epochs reaches a certain value. In this applica-
tion, a target MSE of 10−9 and a maximum iteration number
(epoch) of 11,550 is selected from the author’s experience.
The training process would stop if any of these conditions are
met. The initial weights and biases of the network are gener-
ated randomly by the program.

6 The experimental set-up

The system consists of an infrared camera, visual camera,
computer and a machine tool as shown in Fig. 8. Infrared
and visual cameras are used in order to locate and track the
tool conditions. A typical infrared image of the tool with
resolution of 441×526×3 pixels and visual image of resolu-
tion of 480×640×3 pixels are illustrated in the top left corner

Fig. 9 An example of the
infrared input, matched images
and their representation in binary
of wrong estimation

Condition 1 Condition 2 Condition 3Fig. 10 Examples of the three
faulty conditions of the tool using
infrared data (tool found, tool not
found and tool breakage)
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of Fig. 8. An electrical magnetic stand is used to hold the
cameras. It offers stability and flexibility to fix the camera by
suitable angle during machining. A computer system with
computer software (LabWindows/CVI, visual basic and

LabView) is used to acquire the images from the camera.
Captured images are then saved in bmp format for further
analysis. Image processing (MATLAB software) is used for
further analysis.

7 Evaluation of the performance of the principal
component analysis approach

The PCA approach for tool recognition has been applied for
both infrared and visual images. An 1864 of infrared images
and 714 visual images are tested in this work. The tested
results have shown a good performance of the developed
program PCA approach.

7.1 PCA approach using infrared images

For the total of 1864 tested images, the PCA approach
has recognised the tested images of infrared data with
successes of 98.96 %. Incorrect evaluations are found to
be 18 images from 1864. In some cases, the wrong
classification appears because of the resolution of the
acquired image is relatively low as shown in Fig. 9,
where the tool is not well recognised. This is has
occurred 18 times during execution of the program.

Figure 10 presents examples of the acquired/tested
images and the reconstructed images of the three condi-
tions. Condition 1 shows the tool found and condition 2 is
tool not found, while condition 3 shows the tool breakage.
Once the acquired image of tool found, tool not found or
tool breakage matches the same image of the same con-
dition in the training set, a suitable message will appear to
notify the operator and the machine will stop. From
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Fig. 11 The input visual images (a), matched (b) and binary images (c)
of visual images of three conditions: ‘tool found’ (1), ‘tool not found’ (2)
and ‘tool breakage’ (3)
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Fig. 12 Tool recognition using
pattern recognition approach
based on infrared image data
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Fig. 10, it can be clearly seen that the reconstructed image
has correctly matched the acquired image of the same
condition. From the above results and discussion, it can
be clearly said that the developed program had success-
fully recognised and estimated the tool existence.

7.2 Principal component analysis approach using visual
images

A total of 714 images have been tested in this case. The tested
results have shown that the PCA approach when applied for
visual images has recognised the tested images, but with some

noise in some cases as shown in Fig. 11. The success rate has
been found to be 95.94 % (29 incorrect classifications). From
Fig. 11, it can be seen that the matched and binary images (b,
c) contain some noise which makes it difficult to correctly
analyse and categorise the image condition.

8 Evaluation of using discrete wavelet transform
combined with neural networks

Result and discussion in this section is divided into two stages.
The first stage is to evaluate the ANN based on infrared image
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Fig. 13 Tool recognition using
pattern recognition approach
based on visual image data
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data and DWT. The second stage is to evaluate the ANN based
on visual image data and DWT.

8.1 Evaluation of discrete wavelet transform and artificial
neural network using infrared images

In order to evaluate the performance of the ANN, training of the
neural network has been done with 885 images, 230 images of
normal conditions, 11 images of tool not found and 44 images
of tool breakage. Eight features for each image are used as input
to train the proposed neural network. The performance of tool
wear estimation has been tested with 561 images of the tool of
different experiments. The ANNperformance is compared with
previous tools of known conditions. Figure 12 presents the
actual evaluation of the tools of the training of the ANN
(previously known conditions of the tool) and neural net-
work estimation trial 1 of normal conditions, trial 2 of tool
not found and trial 3 tool breakage. The pattern recogni-
tion approach has correctly estimated all tested images
with 100 % success.

8.2 Evaluation of discrete wavelet transform and artificial
neural network using visual images

Similar to the previous section, a feed-forward neural net-
work is used. Training of the neural network has been
performed with 227 images: 216 images of normal condi-
tions, 5 images of tool not found and 6 images of tool
breakage. Eight features for each image are used as inputs
to train the neural network. The performance of tool wear
estimation has been tested with 561 images of the tool of
different experiments. The ANN performance is compared
with previous tools of known conditions. Figure 13 pre-
sents the actual evaluation of the tools of the training of the
ANN and neural network estimation condition 1 of normal
conditions, condition 2 of tool not found and condition 3 of
tool breakage. The pattern recognition approach has esti-
mated all tested images with 89.63 % successes as shown
in Fig. 13.

9 Conclusion

One of the primary functions of computerised condition mon-
itoring systems in machining operations is to identify the
existence of the cutting tool before starting any machining
process in an automated approach and detect any catastrophic
breakage. This paper has presented a novel comparison study
for the recognition of tool conditions for self-learning ap-
proach. It has examined the use of infrared and visual image
data, with image processing using PCA and DWT combined
with neural networks to verify the condition of the cutting tool

in an end milling process (i.e. normal or broken). Figure 14
presents a comparison between the two approaches for the two
types of data. The results show that the approach of using
infrared data processed using DWT and neural networks has
produced 100 % success rate. However, the use of visual data
for the same techniques shows much less success rate. Same
characteristic is also shown by the use of PCA where the
infrared data has shown improved results in comparison to
the visual data.

The results of this paper show that the infrared data, com-
bined with suitable image processing and artificial intelli-
gence, could be a very efficient method for on-line condition
monitoring of cutting tool conditions in machining operations.
The advantage of this technique is that that the infrared and
vision systems could be able to detect in real time any prob-
lems with the tool including non-existence of the tool or
during the moment of breakage which is difficult to achieve
by common methods. In addition, positioning of the infrared
and visual cameras is much easier in order to maintain the
monitoring process of the tool. The suggested technique is
based on ‘learning from experience’ concept. This method
would be most practical in industry for mass production. For
flexible manufacturing, an independent training will be need-
ed if there is significant change in the tool’s dimensions or
characteristics. However, modular training can be performed
so that this technique can also be practical for flexible
manufacturing using diversity of cutting tools. Future work
by the authors will be to extend the suggested monitoring
system to include gradual tool wear.
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