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Abstract In recent years, mixed model assembly lines are
gaining popularity to produce a variety of models on the
single-model assembly lines. Mixed model assembly lines
have two types of problems which include sequencing of
different models on the line and balancing of assembly line.
These two problems collectively affect the performance of
assembly lines, and therefore, current research is aimed to
balance the workload of different models on each station, to
reduce the deviation of workload of a station from the average
workload of all the stations and tominimize the total flow time
of models on different stations simultaneously. A multi-
objective artificial bee colony (multi-ABC) algorithm for si-
multaneous sequencing and balancing problem with Pareto
concepts and local search mechanism is presented. Two kinds
of mixed model assembly line problems are analysed. For the

first and second problems, each model task time data and
precedence relation data are taken from standard assembly
line problems, from operation research library (ORL) and
from a truck manufacturing company in China, respectively.
Both problems are solved using the proposed multi-ABC
algorithm on two different demand scenarios of models, and
the results are compared against the results obtained from a
famous algorithm in the literature, i.e. non-dominated sorting
genetic algorithm (NSGA) II. Computational results of the
selected problems indicate that the proposed multi-ABC algo-
rithm outperforms NSGA II and gives better Pareto solutions
for the selected problems on different demand scenarios of
models.

Keywords Mixedmodel assembly line . Simultaneous
sequencing and balancing . Pareto solutions . Artificial bee
colony algorithm

1 Introduction

Assembly lines are flow-oriented production systems de-
signed to produce a large quantity of products. The assembly
line concept is introduced by Ford Manufacturing Company
which accelerated the production rate in manufacturing indus-
tries. In assembly lines, serially connected stations are ar-
ranged around a material handling system from which the
required material moves from the upstream to downstream
of stations to make different assembly products. Single-model
assembly lines can produce a single type of product on large
volume. However, due to increase in the customized demand
of products, single-model assembly line is utilized to make
more than one model of products. These lines which can
produce a variety of product models on one line are called
mixed model assembly lines. The literature indicates that
mixed model assembly lines are concerned with two types
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of problems. The first problem deals with the assignment of
different tasks to the stations to evenly distribute workload
among stations, called balancing problem. The second prob-
lem is related to sequencing of different models of product on
the assembly line, called sequencing problem. These two
problems have been investigated separately in the literature
[1–6] but suffered from a lack of comprehensive simultaneous
deliberations. Karabati and Sayin [7] showed that the
total assembly time of products in stations is a function
of the model sequence in mixed model assembly lines.
Furthermore, the best and effective assembly line balance can
be obtained by integrating balancing with model sequencing
in these assembly lines. They presented balancing and se-
quencing together, and in their proposed method, task assign-
ment is performed after model sequencing is obtained. They
presented a method in which tasks are allocated to different
stations which are well suited with the given sequence of
models. There are some other researchers who worked on
simultaneously balancing and sequencing problem in mixed
model assembly lines [7–18]. Karabati and Sayin [7] investi-
gated mixed model assembly line and considered simulta-
neous balancing and sequencing problem with an objective
to minimize cycle time. Kim et al. [13] studied simultaneous
balancing and sequencing of mixed model assembly line and
optimized absolute deviation in workload (ADW). Mosadegh
et al. [14] presented simultaneous balancing and sequencing in
mixed model assembly line with an objective to minimize
total utility work. Nevertheless, most of the researches on
simultaneous balancing and sequencing of mixed model as-
sembly line problem considered optimization of single objec-
tive. However, in real production environment, more than one
objective is desired to be optimized concurrently. In the liter-
ature, few research articles have studied more than one objec-
tive in balancing and sequencing problems of assembly lines.
For example, Merengo et al. [19] considered balancing and
sequencing of mixed model assembly line with more than one
objective. They considered minimization of the rate of incom-
plete jobs and work in process (WIP) in mixed model assem-
bly line. They presented separate algorithms for balancing and
sequencing objectives to solve balancing and sequencing
problems independently. They considered single-objective
optimization during balancing problem and also considered
single-objective optimization during sequencing problemwith
their proposed respective algorithms. However, simultaneous
consideration of balancing and sequencing objectives together
might be more significant to consider because unforeseeable
changes in the demand of models might continuously need
rebalancing of the lines as suggested by Mosadegh et al. [14]
and Kim et al. [8, 9]. Ozcan et al. [15] studied simultaneous
balancing and sequencing in mixed model assembly line
and considered maximization of line efficiency and min-
imization of smoothness index as objectives in mixed model
assembly line. They developed an approach for multi-

objective optimization in which they combined both objec-
tives into a single objective for optimization. Their proposed
single objective considered a particular fraction value from
each objective to compute the overall objective value. Hwang
and Katayama [16] presented simultaneous balancing and
sequencing of mixed model assembly line and considered
maximization of line efficiency, minimization of the workload
variance and minimization of the maximum distance between
the average and actual pace of workload as objectives. They
combined these three objectives into a single objective with
certain ranks given to each objective. Recently, Öztürk et al.
[18] considered simultaneous balancing and sequencing in
mixed model assembly line. They developed mixed integer
programming model, a constraint model, and also introduced
a new decomposition scheme to solve balancing and sequenc-
ing problem.

Nevertheless, most of the research on multi-objective opti-
mization of balancing and sequencing problems combined
their objectives into a single objective for optimization.
Some researchers in the literature developed a composite
function (i.e. combination of the objectives) for optimization
of multiple objectives and obtained a single solution of the
problem by optimizing their presented composite function
[15, 16]. However, optimization of a composite function
may not give surety that which of the objective from all
objectives of the problem is significantly optimized. In most
of the assembly lines, these multiple objectives are conflicting
and performance of each objective may not be improved
without sacrificing the performance of at least one.
Moreover, solution of multi-objective problems exists in the
form of a set of alternative trade-off solutions called Pareto
optimal set and is therefore desired to be considered in the
multi-objective problems. Recently, Yang et al. [20] presented
multi-objective genetic algorithm using the Pareto concept for
mixed model assembly line rebalancing problem to minimize
the number of stations, variation of workload of different
models on stations and rebalancing costs simultaneously.
However, they have addressed optimization of multiple ob-
jectives of only balancing problem and have not considered
model sequencing issue in mixed model assembly line.
Therefore, it is desired to consider multi-objective optimiza-
tion of simultaneous balancing and sequencing of mixed
model assembly lines to include both assembly line balancing
and sequencing objectives together. This motivates to present
here multi-objective optimization of simultaneous balancing
and sequencing problem of mixed model assembly line.

In the literature, different approaches have been used to
investigate a balancing and sequencing problem of assembly
line. For example, Sawik [10–12], Wu et al. [21] and Öztürk
et al. [18] introduced exact methods for simultaneous
balancing and sequencing problems in mixed model assembly
lines. These methods can give the exact solution but may take
larger computational time. Therefore, some researchers, for
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example Kim et al. [8, 9, 13], Miltenburg [22] and Kara [23],
proposed meta-heuristic approaches for simultaneous
balancing and sequencing problems in mixed model assembly
lines. In recent years, different types of multi-objective algo-
rithms and their extensions for multiple-objective optimiza-
tion have been studied in the literature [24–27]. For example,
Guo et al. [28, 29] proposed a multi-objective optimization
model by combining a famous multi-objective optimization in
the literature, i.e. non-dominated sorting genetic algorithm
(NSGA) II [30], with a simulation tool to solve production
planning problem. Guo et al. [28] proposed a method com-
posed of two steps to optimize their problem: in the first step,
NSGA II was used to generate candidate solutions of their
problem, and in the second step, a process simulator was used
to determine the performance of the candidate solution. Guo
et al. [29] further developed another method to optimize a
multi-objective problem of the order planning. In this method,
three steps are involved to optimize the solution in which
multi-objective mimic optimization is used as the first step,
and then, Monte Carlo simulation sub-model is used as the
second step, and in the last step, a heuristic sub-model is used
to optimize their considered problem. However, the involve-
ment of many steps in their methods including simulation may
take more computation time if the candidate solutions are
large enough. Other methods that have been used in the
literature for multi-objective problem optimization includes
ant colony-based algorithm [31] and certain types of swarm-
based multi-objective optimization algorithms [32, 33].
Recently, Karaboga [34] proposed an algorithm called artifi-
cial bee colony (ABC) algorithm which is based on the
foraging behaviour of honey bee swarm. It is an efficient
algorithm due to its fruitful characteristics such as compared
to other optimization algorithms; for example, ABC algorithm
needs less control parameters, and it is simple and easy to
implement. Artificial bee colony algorithm is a well-known
swarm-based optimization algorithm which can be used for
combinatorial optimization problems [35]. Karoboga and
Gorkemli [35] proposed a combinatorial artificial bee colony
algorithm to solve travelling salesman problem and showed
that ABC algorithm can be effectively applied to combinato-
rial optimization problems. Moreover, ABC algorithm has
been used for multi-objective optimization problems [36,
37]. Omkar et al. [36] presented a vector evaluated artificial
bee colony (VEABC) algorithm for multi-objective design
optimization of composites. They evaluated the performance
of their proposed VEABC algorithm with the existing natu-
rally inspired algorithms, i.e. artificial immune system (AIS)
and genetic algorithm (GA), and got quite satisfactory results
of their problem from VEABC algorithm. Akbari et al. [37]
presented artificial bee colony algorithm for multi-objective
optimization. They used a grid-based approach to access the
Pareto frontier and maintained Pareto solutions in an external
archive. The trajectories of the employee bee in their

algorithm are based on the non-dominated solutions stored
in the archive in their proposed algorithm. Onlooker bees
select the food sources and update the archive in their pro-
posed algorithm. In recent works, Tapkan et al. [38] studied a
two-sided assembly line balancing problem which is aimed to
balance the line and to minimize the number of stations.
However, they combined their two objectives into a single
objective which may not give Pareto solutions. Pan et al. [39]
presented a discrete version of artificial bee colony algorithm
for a lot-streaming flow shop scheduling problem to optimize
the objective of earliness and tardiness. However, they gave
weightage to each objective and combine these objectives into
one objective which might not be suitable to get Pareto solu-
tions. Li et al. [40] introduced a hybrid Pareto-based discrete
version of artificial bee colony (P-DABC) algorithm for multi-
objective optimization of the discrete nature of problems.
They proposed local searches and crossover operation in
standard ABC algorithm to design P-DABC. Their proposed
method includes local searches in different stages to search
optimal solutions. Moreover, they investigated flexible job
shop scheduling problem for optimization. However, their
studied problem is different from the current problem of
simultaneous balancing and sequencing of assembly line.
Zhang et al. [41] proposed a hybrid version of ABC algorithm
for job shop scheduling problem. They proposed a novel ABC
algorithm and introduced a tree-based local search mechanism
in the onlooker bee phase to increase the local search ability of
their studied problem. However, their proposed algorithm is
specific for the problem they studied and they considered
single objective optimization. Wang et al. [42] proposed an
effective ABC algorithm for flexible job shop scheduling
problem. They considered local search based on the critical
path to enhance the local search ability of the onlooker bees.
However, they used to optimize single-objective function and
their problem is different from the problem studied in the
current research. Later, Wang et al. [43] proposed an enhanced
Pareto-based artificial bee colony algorithm for flexible job
shop scheduling problem. They used exploitation search pro-
cedure for both employee bee and onlooker bee to generate
new neighbour food sources. Moreover, they used crossover
operator for onlooker bee to exchange information between
the bees. However, their proposed algorithmmost suits for the
problem they studied which is different from the current
problem of sequencing and balancing of assembly line.
Tasgetiren et al. [44] proposed a discrete ABC algorithm to
solve permutation flow shop problem. They introduced dif-
ferent neighbourhood structures to generate neighbours of
food sources and assigned one kind of neighbour structure to
a food source tomake its neighbours. However, their proposed
algorithm is designed for single objective optimization.
Kalayci and Gupta [45] proposed an artificial bee colony
algorithm to solve a sequence-dependent disassembly line
balancing problem. They developed a solution representation
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of their studied problem and prepared food sources using a
neighbourhood method for each employee bee. Onlooker bee
selects the food sources given by employee bee using their
selection probability. They optimized four different objectives
of assembly line balancing problem independently and com-
pared them with the results of other famous algorithms on the
basis of the independent values of these objectives. They
compared their results with famous algorithms in the literature
including ant colony (ACO) algorithm, GA, particle swarm
optimization (PSO), river formation dynamics (RFD), simu-
lated algorithm (SA) and tabu search (TS) algorithms and
found that ABC algorithm performs well than the other algo-
rithms. However, multiple-objective optimization based on
Pareto concepts has not been used in their research. Their
results indicate that ABC algorithm is a better choice to use
for the combinatorial problems in the recent research.
Moreover, from the literature, it can be seen that few studies
have considered multi-objective optimization using Pareto
concepts in ABC algorithm and the problem they focused
are different from the currently studied problem of simulta-
neous sequencing and balancing of mixed model assembly
line. This motivates to introduce multi-objective optimization
ABC algorithm which can include Pareto concepts in it for the
current problem.

To the best of the author’s knowledge, the current study is
novel to introduce multi-objective ABC (multi-ABC) algo-
rithm for simultaneous sequencing and balancing of mixed
model assembly line to get Pareto solutions. The proposed
multi-ABC algorithm shows a new solution representation
method which can be effectively applied to do simultaneous
balancing and sequencing of mixed model assembly line.
Furthermore, local search mechanism is incorporated in the
proposed multi-ABC algorithm which can be significantly
used to search different sequencing solutions corresponding
to different balanced solutions of mixed model assembly line
for multi-objective optimization. Rest of the paper is orga-
nized as follows: Section 2 describes mixed model assembly
line balancing and sequencing problem, Section 3 illustrates
proposed multi-ABC algorithm, Section 4 indicates computa-
tional experiments and results, and at the last, Section 5 shows
the conclusion and future research directions.

2 Mixed model assembly line sequencing and balancing
problem

In the current research, a mixed model assembly line is con-
sidered and the following notations and assumptions are used:

Notations

i is the index used to represent tasks.
n indicates the number of tasks.

m and w are the indexes used to indicate a model.
M represents the number of different

varieties of models produced in a
straight assembly line.

D={D1,D2,…,DM} indicates the demand of each model.
d={d1,d2,…,dM} indicates the demand of models in

each assembly cycle called as
minimum part set (MPS), and this
method is very common in the litera-
ture to compute the demand of a model
in one assembly cycle.

dm=Dm/h is the demand of model m in one
assembly cycle.

h is the greatest common divisor from
the demand of models.

j and y are the indexes used to show a station.
S represents the number of stations in an

assembly line.
tim is the mean processing time of task i of

model m.
Tmj is the mean time required to perform

tasks of model m on station j.
am is the production share of modelm, i.e.

the ratio of the demand of model m to
the overall demand.

ALj is the average load of each station j.
nj represents the number of models

whose tasks are assigned to station j.
tmj
sum is the sum of task times of model m in

station j.
x is the position of model m in a mixed

model sequence.
Xijm is the binary variable which is equal to

1 if the task i of modelm is assigned to
station j, and otherwise, its value is
equal to 0.

Assumption

& Demand of each model is assumed to be known in ad-
vance, and it remains constant in an assembly cycle.

& All models are required to process on a straight assembly
line.

& Conveyer belt moves at constant speed.
& The number of stations in assembly line, the number of

different models and precedence relation of different tasks
for each model of product and task times are known.

& Similar and dissimilar tasks of different models can have
different task times.

& Each task is required to assign only on one station.
& Unlimited buffer space is assumed between stations.
& Set-up time is included in the task times.
& Travel time of parts is taken as 0.
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In the current problem, similar tasks of different models
can have different task times. Further, each task of model also
can have different task times. Therefore, when some of these
tasks are assigned to a certain station, there is a possibility that
incomplete units might be produced in the given cycle time of
the line. It is therefore considered to balance workload on each
station for different models as well as to balance the workload
in different stations. To obtain these two objectives of
balancing problem, Merengo et al. [19] introduced the con-
cepts of horizontal and vertical balancing. They presented
functions for horizontal and vertical balancing and considered
one objective at a time in their proposed methodology to be
optimized, i.e. either they used horizontal balancing or used
vertical balancing objective to be optimized in their proposed
algorithm of balancing problem. However, in real environ-
ment, both horizontal balancing and vertical balancing are
needed at the same time, and therefore in the current study,
the horizontal and vertical balancing objectives proposed by
Merengo et al. [19] are considered to be optimized simulta-
neously. The horizontal and vertical balancing objectives pro-
posed byMerengo et al. [19] are considered here as objectives
of balancing problem in the current research. The objectives
used for horizontal and vertical balancing of proposed
mixed model assembly line are indicated in Eqs. (1) and (2),
respectively.

ZHbalancing ¼ Min
X
j¼1

S

X
m¼1

M

αm max
w¼1

M

Twj

� �
−Tmj

 !

max
m¼1

M

Tmj

� �

2
66664

3
77775 ð1Þ

ZVbalancing ¼ Min

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X
j¼1

S

AL j −
X
y¼1

S ALy

S

� � !2
vuut ð2Þ

where ALj can be computed using the relation shown in
Eq. (3).

AL j ¼
X
m¼1

M

Tmj � αm: ð3Þ

The objective of horizontal balancing shown in Eq. (1) is
aimed to balance workload for different models in each sta-
tion. The objective of vertical balancing shown in Eq. (2) is
aimed to reduce the deviation of workload on a station from
the average of workload of all the stations. These two objec-
tives are significant to balance the assembly line, and they are
simultaneously considered to be optimized in the current
research. Furthermore, model sequencing in assembly line
also contributes to reduce the possibility of generation of

incomplete units in the assembly line and is therefore present-
ed here to be optimized along with balancing objectives.
Merengo et al. [19] proposed a sequencing objective which
they used to optimize with a separate algorithm from the
algorithm they developed for the balancing objectives. They
considered optimizing their proposed sequencing objective
separately from their presented balancing objectives. In
the current research, a new objective of model sequenc-
ing is proposed which is considered to be optimized
simultaneously along with the two objectives of
balancing. It is assumed that the tasks assigned to a
station belonging from different models, when assigned
to process on a station, can be related as a single
machine sequencing problem in which the sum of task
times of a model can be considered as the time of one
job and the number of models to process on a station
can be treated as the number of different jobs on a
single machine problem. With this assumption, different
sequences of models on a station can give different
amounts of waiting time of models on that station. This can
affect the flow time of different models on a station and may
contribute to the generation of incomplete units. In the current
problem, model sequence on stations is considered as the
same for all stations. Furthermore, model sequencing objec-
tive on stations is considered as minimization of the total flow
time of models on stations. The proposed model sequencing
objective introduced for the sequencing problem of mixed
model assembly line is indicated in Eq. (4).

ZSequencing ¼ Min
X
j¼1

S X
x¼1

n j

n j þ 1−x
� �� t summj : ð4Þ

The presented sequencing objective in the current
research can be significant in reducing the flow time
of different models on stations and can contribute to
further in reducing the possibility of generation of in-
complete units in assembly cycle. Three objectives are
considered simultaneously to be optimized here which
includes horizontal balancing, vertical balancing and
sequencing objective.

The constraints considered for the balancing and mixed
model sequencing of assembly line are presented in Eqs. (5)
to (9).

X
j¼1

S

X ijm≤1 ∀ i ¼ 1; 2; 3;…; nf g; ∀ m ¼ 1; 2; 3;…;Mf g ð5Þ

Tmj≤CT ∀ j ¼ 1; 2; 3;…; Sf g; ∀ m ¼ 1; 2; 3;…;Mf g ð6Þ

Tmj � αm≤CT ∀ j ¼ 1; 2; 3;…; Sf g; ∀ m ¼ 1; 2; 3;…;Mf g ð7Þ
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X
j¼1

S

j� X ijm≤
X
j¼1

S

j� X kjm ∀ i; kð Þ∈P; ∀ m ¼ 1; 2; 3;…;Mf g

ð8Þ
X ijm∈ 0; 1f g: ð9Þ

The constraint shown in Eq. (5) indicates that each task of a
model is assigned to only one station in the assembly line. The
constraint shown in Eq. (6) shows that the mean time required
to perform tasks of model m on station j should not be more
than the cycle time. Moreover, the constraint presented in
Eq. (7) indicates that the weighted mean time of a model on
a station cannot exceed the cycle time of an assembly line. The
constraint shown in Eq. (8) guarantees the precedence relation
of the models, and in Eq. (8), P indicates the subset of the
tasks (i,k), given the direct precedence relation. The constraint
shown in Eq. (9) indicates a binary variable which is equal to 1
if the task i of model m is assigned to station j, and otherwise,
its value is equal to 0.

3 Multi-objective artificial bee colony algorithm

Artificial bee colony algorithm introduced by Karaboga [34]
is an efficient algorithm which has main advantages that it
needs less control parameters and is easy to implement. It is
based on the foraging behaviour of honey bee swarm, and it
uses three kinds of bees called, employee bee, onlooker bee
and scout bee to solve the optimization problem. In ABC
algorithm, the food source represents the solution of an opti-
mization problem, and the nectar amount indicates the fitness
or value of an optimizing objective of the problem. In ABC
algorithm, employee bees are responsible to visit the food
sources and taste these food sources to get their nectar amount.
Onlooker bees wait for the employee bees in the hive.
Employee bees after visiting food sources can share the infor-
mation of a nectar amount of food sources with onlooker bees.
Onlooker bees select or reject the food sources on the basis of
their nectar amount. If there is no improvement in the nectar
amount of a food source by an employee bee for some known
number of cycles (called limit cycles), the corresponding
employee bee becomes a scout bee that searches out a new
food source randomly. The original structure of ABC is sig-
nificant for optimization of continuous problems, but recently,
Karoboga and Gorkemli [35] introduced ABC for combina-
torial optimization problems, called CABC. In this algorithm,
they introduced new food sources in the vicinity of employee
bee and these food sources are compared on the basis of the
probability of selection by using greedy selection process. The
more the nectar amount of food source, the more is its prob-
ability of selection. The onlooker bee in their proposed algo-
rithm also used a greedy method to select a food source and

store it for the next cycle of the algorithm. However, in every
step, using a greedy method may give a possibility to give
local optimal results because some kind of diversity mecha-
nism is important to consider in the algorithm. A little effort
has been paid to develop a discrete version of ABC algorithm
in the literature [40]. Li et al. [40] used local search methods in
different stages of their proposed algorithm to solve a job shop
problem which is different from the current problem. They
used local search and perform non-dominated sorting in dif-
ferent stages of their proposed ABC algorithm. This may
increase the computation. Furthermore, the problem they
analysed is different from the current problem.

In the current research, mixed model sequencing and as-
sembly line balancing objectives are desired concurrently and,
therefore, the algorithm is designed to consider the solutions
which can optimize the desired objectives. Therefore, the
current research is focused to develop artificial bee colony
for multi-objective optimization of simultaneous sequencing
and balancing problem. Current problem has different solution
requirements as compared to a simple scheduling problem
because it not only includes the sequence of mixed models
on the line but the solution also includes assembly line
balancing solution simultaneously. So, a new food source
representation for simultaneously studying of sequencing
and balancing problem is presented here. Furthermore, due
to multi-objective optimization problem, the solution may not
have a single solution but may have a set of solutions called
Pareto set, and therefore, Pareto concepts are also incorporated
in the proposedmulti-ABC algorithm for the search of the best
solution from a set of Pareto solutions. Moreover, local search
technique is introduced to find different model sequences in
different assembly line balancing solutions to find Pareto
solutions. The stepwise procedure of the proposed multi-
ABC algorithm is presented in this section.

3.1 Food source representation

In the proposed multi-ABC algorithm, two kinds of food
sources are introduced, i.e. food sources A and B. The first
type, food source A, represents tasks and their respective
stations assigned to them and also can answer if which tasks
are needed to produce which product model. Food source A is
indicated by a matrix as shown in Fig. 1. In the example
shown in Fig. 1, eight tasks, three stations and two models
are considered.

The numbers in the first row of food source A representa-
tion indicates tasks, and the second row shows stations
assigned to each task. It can be seen from Fig. 1 that the
number 2 under tasks 1 and 7 columns indicates that they will
be processed in station 2. The third and fourth rows indicate
the identification of tasks which are needed for models 1 and
2, respectively. For example, task 1 is required by bothmodels
of the product, so there is a black dot mark in both the third
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and fourth rows under task 1 column. Similarly, task 4 is
required by only model 1 so the dot mark is shown only in
the third row under the column of task 4 and there is an empty
space in the fourth row under the column of task 4. This empty
space indicates that there is no requirement of task 4 in the
preparation of model 2.

The model sequencing in an assembly line problem is
obtained by first finding the model quantity in a cycle, i.e.
d={d1,d2,…,dM}. Suppose the quantity of model 2 product is
double than the quantity of model 1 product. Then, the model
sequence is made between two model 2 products and one
model 1 product. The sequence between models 1 and 2 is
generated (i.e. randomly or by some neighbourhood structure)
and is considered as food source B. The generated food source
B as an example is shown in Fig. 2.

The food source includes the information of both food
sources of types A and B. The food source containing infor-
mation from both types A and B is shown in Fig. 3. It can be
seen from Fig. 3 that it represents the sequence of models and
their tasks assigned in all stations. In this representation, the
number of rows indicates the number of stations and the
number of columns is equal to the maximum number of tasks
on any station for processing all models in the required quan-
tity. In Fig. 3, the first row indicates the first station, the second
row shows the second station, and the third row shows the
third station. The numbers in these rows describe the tasks
which have to be processed in different stations (as obtained
from a food source of type A) and are arranged in an order of
model sequence which is already obtained, i.e. 2, 1, 2 (as
obtained from a type B food source). For example, in Fig. 3,
the tasks of model 2 which have to be processed in station 1
(i.e. tasks 3, 5 and 6) are written first in the first row, then all
the tasks of model 1 which are needed to be processed in
station 1 (i.e. tasks 3 and 6) are described in the first row, and
then, all the tasks of model 2 which need to be processed in

station 1 are written, respectively. Similarly, tasks are men-
tioned in their respective stations, keeping the model sequence
identical (i.e. 2, 1, 2) in all stations. In this representation,
model sequence can be changed to generate new food sources.
In this representation, a large variety of food sources can be
formed by varying model sequence and balancing solutions.
Food source A is used to describe a balancing solution of the
assembly line, while food source B is used to produce se-
quencing solutions of the balanced solutions.

In the proposed algorithm, the neighbour food sources are
generated by three different neighbourhood generation mech-
anisms. First, the demand of model for an assembly cycle is
obtained and then a model sequence is generated, i.e. a food
source of type B (similar to the model sequence of the sup-
posed example as shown in Fig. 2). After generation of the
model sequence for an assembly cycle, the proposed
mechanisms are used to generate the neighbourhood food
sources of these solutions. The mechanisms used to make
neighbourhood food sources are indicated below:

& N1 move: In this mechanism, two models at two different
positions in food source B are randomly selected and are
exchanged to make a new model sequence.

& N2 move: In this mechanism, a randomly selectedmodel is
removed from the sequence and is inserted to some new
location in food source B.

& N3 move: In this mechanism, two models at different
locations in a model sequence are randomly selected
and both are inserted to some new positions in food
source B.

The flow chart of the proposed algorithm is shown in
Fig. 4, and the stepwise procedure of the proposed multi-
ABC algorithm is presented in this section.

3.2 Food source initialization and employee bee phase

In the proposedmulti-ABC algorithm, the initial population of
food source A is randomly generated which is equal to the
population size of employee bees. Each employee bee is also
assigned a food source of type B. In the current problem, both
food sources A and B are needed to obtain the proposed
multiple-objective solution. Once, both food sources A and

1 2 3 4 5 6 7 8

2 3 1 3 1 1 2 3

Model 1

Model 2

Stations

Tasks

These tasks will Process in Station 2

Fig. 1 Food source A representing tasks, stations and the models

2 1 2

Fig. 2 A food source B indicating a model sequence

3 5 6 3 6 3 5 6

1 1 7 1

2 8 4 2 8

Station 1

Station 2

Station 3

Model
2

Model
2

Model
1

Fig. 3 A food representing information from types A and B food sources
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B for each employee bee are defined; the nectar amount of
food sources is obtained. The proposed problem is designed to
optimize more than one objective, so the nectar amount of
food sources is not dependent on one function. The number of
food source ingredients is considered as the number of objec-
tives here. The nectar amount of food source ingredient cor-
responding to each objective for a food source r is indicated in
Eqs. (10), (11) and (12), respectively. After getting the nectar
amounts of food source ingredients, the information is sent to
the onlooker bees.

NEC ZHbalancing
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r ¼

X
j¼1

S

X
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M

αm max
w¼1

M

Twj

� �
−Tmj

 !
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� �

2
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3
77775
r
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S ALy
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� � !2
vuut
2
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3
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� �
r ¼

X
j¼1

S X
x¼1

n j

n j þ 1−x
� �� tsummj

" #
r

: ð12Þ

3.3 Onlooker bee phase

Onlooker bee phase composed of some steps which are ex-
plained in the following section.

Initialize Food Sources of Type A and Type B

If, Termination Occurs

Stop

Scout Bee Phase

Employee Bee Phase

Send Employee Bees

Find Nectar Amount of Food Source
Ingredients

Onlooker Bee Phase

Generate New Neighbor of Each Orignal Food
Source of Type B of Each Employee Bee

If, Number of Neighbors
of Each Employee Bee ≤ Maximum Number of

Neighbors

Sort the Stored Food Sources and Estimate the
Crowding Distance of Each Food Source

Niche

Yes

No

Yes

No

Selection of Food Sources According to Crowding
Distance Operator

Sorting and Storing of Food Sources Containing
Different Type B Food Source for Each Employee Bee

Fig. 4 Flow chart of the
proposed multi-ABC algorithm
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3.3.1 Sorting and storing of food source containing different
type B food sources

In the first cycle of the algorithm, all the food sources provid-
ed by the employee bee are stored in the onlooker bee phase.
In the proposed algorithm, each employee bee is not restricted
only to visit one kind of a food source of type B. However,
each employee bee is required to visit a population of food
source of type B using neighbourhood structures presented in
the previous section. Furthermore, the food source of type A
of each employee bee remains the same in 1 cycle of algorithm
and only neighbour food sources of type B are modified for
each employee bee. This can increase the local search because
each neighbourhood food source of an employee bee has the
same type A and different type B food sources. So, for each
employee bee, each assembly line balance solution is present-
ed in type A food sources of employee bees, while the variety
of mixed model sequences are formed in its neighbours con-
taining different type B food sources. This can increase the
number of different possible mixed model sequences to be
observed for each assembly line balance solution.

For the first cycle of algorithm, the initial food sources of
type B are considered as the best type B food source for each
employee bee and are stored. After storing the food sources in
the onlooker bee phase, the neighbourhood food source of
type B of each employee bee is created and each employee bee
is again sent to employee bee phase. The structure of
neighbourhood generation of type B food source is randomly
selected from N1, N2 and N3 moves to generate every neigh-
bour of type B. Each employee bee visits their corresponding
neighbour and computes the nectar amount of food source
ingredients. This information is sent to the onlooker bees, and
the solution quality of a food source of each employee bee
which contains a newly generated neighbour food source of
type B is compared with the solution quality of the stored
solution of the corresponding employee bee. This comparison
of type B food source neighbours is performed separately for
each employee bee and between the food source containing a
newly generated neighbourhood food source of type B and the
stored food source containing the original structure of type B
food source. This comparison is performed by determining the
dominance relation between them. A food source r dominates
another food source s, i.e. r≺s, if food source r is better than
food source s in all of its food source ingredients. Further, r is
strictly better than s in at least one of the food source ingredi-
ents. The food source of each employee bee which dominates,
called the best food source, is stored and if there is no dom-
inance relation between them, then any one of the solutions is
stored and a new neighbour food source of type B is created
for the employee bees. The procedure continues unless the
predefined number of neighbours of type B food source is

observed. The proposed procedure can increase the local
search mechanism of the algorithm and helps to search differ-
ent neighbourhood food sources of type B to find out the best
model sequences for each variety of balancing solutions. In
the proposed method, different types of food source of type A
(equal to the number of employee bees) are significant to
generate different balancing solutions of the assembly line
balancing problem, while neighbourhood food sources of type
B for each employee bee are significant to investigate a variety
of model sequencing solutions for each assembly line bal-
anced solution.

3.3.2 Sorting and crowding distance estimation

Once the maximum number of neighbours of type B for each
employee bee is observed, the nectar amount of food source
ingredients of all employee bees is ranked according to the
dominance relation between them. A food source r dominates
another food source s, i.e. r≺s, if food source r is better than
food source s in all of its food source ingredients. Further, r is
strictly better than s in at least one of the food source ingredi-
ents. Food sources after getting their dominance relations are
ranked, and their ranks are assessed using the ranking method
proposed by Deb et al. [30]. In this method, non-dominated
food sources are identified and defined as belonging to grade 1
food sources. The food sources that are graded are deleted,
and in the next step, the non-dominated food sources from the
remaining food sources are determined and defined as grade 2
food sources. The food sources that are graded are deleted
after each step, and the grade value is increased by 1 for non-
dominated food sources until the entire food sources have
grade values. After getting the grades, all food sources are
sorted according to their grades and crowding distance of each
food source is obtained [30].

3.3.3 Selection of food sources

The current problem contains more than one objective, and in
this case, distance-based measure is used to improve the
crowding between the food sources. There are different
distance-based measures used in the literature, e.g. Euclidean
distance and Mahalanobis distance measure [46]. The
Euclidean distance has straightforward geometric interpreta-
tion, computationally inexpensive and simple to code as com-
pared toMahalanobis distance [45]. The estimation of a crowd
of the point near some points is important to estimate the
density of the solution which is surrounded by other solutions.
Deb et al. [30] computed the crowding distance by taking the
average distance of the two points on either side of the
examining point along each objective. In their method,
crowding distance between two solutions is obtained by first
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sorting the population of solution in ascending order accord-
ing to the magnitude of each objective function. In each
objective, the order of solutions in sorting a list of solution
might be different. For each objective function, the boundary
solutions (solutions containing the smallest and largest objec-
tive function values) are assigned with infinite values of their
distances. The remaining solutions are assigned with distance
values equal to the absolute normalizing difference of their
objective values. This is performed for all objective functions,
and later, the overall crowding distance can be calculated by
adding the distances corresponding to each objective function
of the solutions. Mahalanobis distance can provide the relative
measure of the distance of points from a common point and
needs the information of the distribution of the points which
might be hard to know in the current case of multi-objective
optimization. Furthermore, Mahalanobis distance is computa-
tionally expensive to compute and, therefore, crowding dis-
tance comparison operator [30] is used here for the selection
and rejection of the food sources and for sorting of food
sources according to their ranks and crowding distances. The
crowding distance of the solutions is calculated using the
following steps:

Step 1: In this step, the food sources are ranked and non-
dominated fronts are identified, i.e., F1,F2,…,FR,
and the later steps are repeated.

CDkSi;k ¼
Zk Si þ1;k

	 

−Zk Si −1;k

	 

Zmax
k − Zmin

k

ð13Þ

where Zk[Si,k] shows the value of an objective func-
tion of objective k for food source Si,k ranked in
position i.

Step 2: In this step, the food sources in each front Frank are
sorted with respect to each objective O. Suppose
Q=Frank and Si,k indicates the ith food source in
the sorted list with respect to the objective func-
tion k. Then, the crowding distance is assumed to
be CDkS1,k=∞,CDkSQ,k=∞, and for 1< i≤Q−1,
the crowding distance can be obtained from the
relation shown in Eq. (9).

Step 3: The total crowding distance CDS of a food
source S is obtained by adding the crowding
distance of food source with respect to each
objective, i.e.

CDS ¼
X
k¼1

O

CDkS:

In crowding comparison method, two attributes
computed in the employee bee phase, i.e. ranks

of food source Prank, and the crowding distance
of food sources Pdistance are used for sorting
according to the crowded comparison operator.

p ≺nq if ; prank < qrankð Þ
Or; prank ¼ qrankð Þ½ and pdistance > qdistanceð Þ:

These relations indicate that from the two food
sources p and q of different non-dominated
ranks, the food source with a lower rank is
preferred. If both food sources belong to the
same front (i.e. containing the same rank), then
the food source which is located in a less
crowded region is preferred.

Niche Niche step is significant so that solution may not trap in
the local optima. In this method, some percentage of selected
solutions are modified using a swap mutation operator and are
moved to the next cycle of the algorithm.

3.4 Scouts bee phase

New food sources of type A and type B are randomly gener-
ated in scout bee phase and also, the selected food sources are
sent in the next cycle of algorithm. This can increase the
diversity mechanism and also stores the best food sources into
the next cycles of algorithm.

4 Computational experiments and results

In this section, the performance of proposed multi-ABC algo-
rithm is analysed to solve mixed model assembly line prob-
lems. Two kinds of mixed model assembly line problems are
considered for this analysis. For first type of mixed model
assembly line problem, task time data and precedence relation
data of each model are taken from standard assembly line
balancing problems taken from operation research library
(ORL) (i.e. Sawyer, Buxey and Heskia) given by Scholl [47,
48]. For the second mixed model assembly line problem, each
model task time data and precedence relations are taken from a
truck manufacturing company in China. Both problems of
mixed model assembly line are solved from the proposed
multi-ABC algorithm, and its performance is tested
against a famous algorithm in the literature, i.e. NSGA
II [30]. Both proposed multi-ABC algorithm and NSGA II
are coded in Visual C++, and the same system is used for
both algorithms for this analysis. The algorithm parame-
ters used for the proposed multi-ABC algorithm and
NSGA II are summarized in Table 1.
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4.1 Mixed model assembly line based on benchmark problem
data

In mixed model assembly line, three models X, Y and Z are
considered to be processed in eight stations in the proposed
simultaneous sequencing and balancing problem. Task time

data and precedence constraints of model X, Y and Z are
respectively considered as task time data and precedence
constraints of the standard benchmark problems (i.e. Sawyer,
Buxey and Heskia). Sawyer benchmark data consist of 30
tasks and 8 stations, and it is used to describe model X; Buxey
benchmark data consist of 29 tasks and 8 stations, and it is
used represent model Y, and Heskia benchmark data consist of
28 tasks and 8 stations, and it is used to define model Z.

4.1.1 Mixed model assembly line simultaneous sequencing
and balancing results

Mixed model assembly line sequencing and balancing prob-
lem is analysed with two different demand scenarios of
models in this section. The current multi-objective problem
has a Pareto solution which is a set of solutions from which
only two results are described in detail in Table 2 and one
result is shown in Table 3 for two different demand scenarios,
respectively. Table 2 indicates the sequencing results of dif-
ferent models in assembly line and the tasks assigned to each
station of each model for the first demand scenario of models
for both multi-ABC algorithm and NSGA II. It can be seen
from Table 2 that the demand of model X is 2, the demand of
model Y is 1, and the demand of model Z is 2 in one assembly

Table 2 Sequencing and balancing results for the first scenario of demand of models

Multi-ABC NSGA II

Number of models 3 3

Demand (X, Y, Z) 2, 1, 2 2, 1, 2

Model sequence X, X, Y, Z, Z Z, X, Z, X, Y

Objective values (2.50028, 22.6172, 6,960) (2.77641, 15.9916, 8,360)

Tasks of models assigned on all stations

X (10, 1, 2, 12, 13), (11, 3, 14), (15, 5, 17, 6, 4, 16),
(20, 21), (22, 23, 7), (8, 9, 24, 25, 26), (27, 29),
(28, 30, 18, 19)

(2, 10, 11, 1, 4), (5, 12, 3), (16, 17, 18, 19), (6, 7, 8, 9, 13),
(14, 15, 20), (21, 24, 25), (26, 22, 23), (27, 28, 29, 30)

Y (1, 7, 12, 9, 10), (3. 2, 6), (14, 15, 19, 21, 4, 5),
(8, 11), (25, 16, 18), (22, 26, 27, 13, 17), (20, 23),
(24 28 29)

(1, 7, 25, 3), (4, 5, 13, 2), (9, 26, 12, 10, 15, 27),
(14, 19, 21, 6, 8), (16, 18, 22), (11, 17), (20, 23),
(24, 28, 29)

Z (1, 8), (4, 24, 26, 5, 19), (25, 3), (21, 27, 23, 9, 10, 22),
(12, 2, 6, 11), (20, 13), (14, 16, 7, 15), (17, 18, 28)

(1, 26, 8), (9, 19, 20), (3, 21, 24, 25), (10, 12, 13),
(2, 16, 23, 4, 11, 15), (22, 17), (27, 14, 6, 7),
(18, 5, 28)

Model sequence Y, X, X, Z, Z Z, Y, X, Z, X

Objective values (2.50068, 22.509, 6,960) (2.81387, 16.4263, 7,660)

Tasks of models assigned on all stations

X (1, 2, 12, 13), (14, 11, 3), (10, 5, 6, 4, 16, 15), (20, 21),
(22, 7, 8), (9, 24, 25, 26, 17), (23, 27),
(29, 28, 30, 18, 19)

(10, 2, 3, 17, 18), (11, 16, 1, 5, 6), (4, 7, 19),
(12, 13, 14, 20), (24, 25, 21), (15, 22, 8, 9, 26), (23, 27),
(29, 30, 28)

Y (1, 7, 12, 9, 10, 14), (3. 2, 6), (15, 19, 21, 4, 5), (8, 11),
(25, 16, 18), (22, 26, 27, 13, 17), (20, 23), (24 28 29)

(1, 3, 4, 5), (2, 26, 6, 8), (11, 7, 12, 9), (10, 15, 19, 21, 14, 16),
(18, 22, 25), (13, 17, 20), (23, 24), (28, 27, 29)

Z (1, 8), (4, 24, 26, 27, 19), (25, 3), (21, 5, 23, 9, 10, 22),
(12, 2, 6, 11), (20, 13), (14, 16, 7, 15), (17, 18, 28)

(2, 6), (17, 7, 18), (1, 21, 19), (3, 24, 25), (8, 9, 10),
(26, 22, 27, 20, 12), (13, 14), (16, 11, 15, 23, 5, 4, 28)

Table 1 Parameters used for multi-ABC and NSGA II algorithm

Parameter Values

Multi-ABC algorithm

Food source population 800

Number of employee bee 800

Number of onlooker bee 800

Limit cycle 10

Maximum number of neighbourhood food sources 10

Percentage of nich food sources sent to the next cycle 25

Maximum number of cycles 1,000

NSGA II algorithm

Population size 800

Maximum number of generations 6,000

Crossover rate 0.6

Mutation rate 0.7

Selection is done using the tournament selection method
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cycle. The tasks of a model assigned to a station are shown in
parentheses “()”, the tasks assigned to the stations of a model
are presented in parentheses, and the tasks assigned to differ-
ent stations are separated with a comma “,”. For example, it
can be seen from the results of multi-ABC algorithm illustrat-
ed in Table 2 that the tasks of model X which are assigned to
the first station are 10, 1, 2, 12 and 13 in the assembly line.
While the tasks of model X which are assigned to the second
station are 11, 3 and 14, the tasks of model X for the third
station are 15, 5, 17, 6, 4 and 16 and so on, in the results of
multi-ABC algorithm.

Table 3 indicates a solution from the set of Pareto solution
and describes the sequencing results of different models in the
assembly line and the tasks assigned to each station of each
model for the second demand scenario of models for both
multi-ABC algorithm and NSGA II. It can be seen from
Table 3 that the demand of model X is 3, the demand of model
Y is 2, and the demand of model Z is 1 in one assembly cycle.
It can be seen from the results shown in Table 3 corresponding
to multi-ABC algorithm that the tasks of model X which are
assigned to the first station are 2, 11 and 12 in the assembly
line. While the tasks of model X which are assigned to the
second station are 13, 14, 10, 1 and 4, the tasks of model X for

the third station are 3, 16 and 20 and so on. Furthermore, the
model sequence obtained from multi-ABC algorithm is Y, X,
Y, X, Z and X while the sequence of models is Y, X, Z, X, X
and Y from NSGA II.

4.1.2 Comparison of results

Comparison of results based on inverted generational
distance: The current problem has three different objectives,
so the results of the current problem obtained from both multi-
ABC algorithm and NSGA II are in the form of Pareto fronts.
Therefore, inverted generational distance (GD) concept given
by Coello and Cortes [49] is used to estimate the elements of
distance of the Pareto solutions of multi-ABC algorithm and
NSGA II from the true Pareto front to investigate the perfor-
mances of the multi-ABC algorithm and NSGA II. The value
of GD is computed from the relation indicated in Eq. (14).

GD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
v¼1

h

dv
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h
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Table 3 Sequencing and balancing results for the second scenario of demand of models

Multi-ABC NSGA II

Number of models 3 3

Demand (X, Y, Z) 3, 2, 1 3, 2, 1

Model sequence Y, X, Y, X, Z, X Y, X, Z, X, X, Y

Objective values (3.44314, 5.13428, 8,204) (3.44314, 5.13428, 9,604)

Tasks of models assigned on all stations

X (2, 11, 12), (13, 14, 10, 1, 4), (3, 16, 20),
(5, 6, 7, 8, 9, 17, 24), (25, 26, 15), (21, 22),
(23, 27), (18, 29, 19, 30, 28)

(2, 11, 12), (13, 14, 10, 1, 4), (3, 16, 20),
(5, 6, 7, 8, 9, 17, 24), (25, 26, 15), (21, 22),
(23, 27), (28, 29, 19, 30, 28)

Y (1, 3, 7, 12), (4, 5, 9, 10, 15), (2, 6, 8),
(13, 19, 21, 26, 27, 14, 16), (18, 22, 25),
(11, 17), (20, 23), (24, 28, 29)

(1, 3, 7, 12), (4, 5, 9, 10, 15), (2, 6, 8),
(13, 19, 21, 26, 27, 14, 16), (18, 22, 25),
(11, 17), (20, 23), (24, 28, 29)

Z (1, 2, 22), (8, 17), (21, 26, 23, 24, 9), (25, 3),
(10, 12, 13), (27, 14, 6, 4, 5), (11, 19. 16, 7, 18),
(20, 15, 28)

(1, 2, 22), (8, 17), (21, 26, 23, 24, 9), (25, 3),
(10, 12, 13), (27, 14, 6, 4, 5), (11, 19, 16, 7, 18),
(20, 15, 28)
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The smaller value of GD indicates that the Pareto solution
is closer towards true Pareto front. In order to compute the GD
values for the proposed multi-ABC algorithm with NSGA II,
true Pareto front is needed. The true Pareto front is difficult to
obtain due to large search space. Therefore, in the current
analysis, true Pareto front is assumed as a combined popula-
tion of non-dominated solutions which are obtained from
multi-ABC algorithm and NSGA II by running the proposed
multi-ABC algorithm and NSGA II for a large number of
cycles. This population of non-dominated solutions has con-
tribution of Pareto solutions both from multi-ABC algorithm
and NSGA II and can be assumed as true Pareto front. The
non-dominated solutions obtained from multi-ABC algorithm
and NSGA II at any other numbers of running cycles (i.e. less
than the number of algorithm cycles which were used to get
true Pareto front) are considered as the Pareto front of the
respective algorithms. The GD value can be easily obtained
from the Pareto fronts obtained from the respective algorithms
and the true Pareto front for comparison of the Pareto front
quality of the proposed multi-ABC algorithm and NSGA II.

The comparison of themulti-ABC algorithm andNSGA II on
the basis of GDvalue for different demand scenarios ofmodels is
indicated in Fig. 5. It can be seen from Fig. 5 that GD values
obtained from multi-ABC algorithm, for both demand scenarios
of models, are significantly smaller as compared to those obtain-
ed fromNSGA II. These results indicate that the Pareto solutions
obtained from multi-ABC algorithm are more towards the true
Pareto front and are more near to the optimal results.

The comparison of GD values is very common in the
literature to investigate the performance of multi-objective
results of different algorithms. It can compare the distance of
a given set of Pareto optimal solutions from the true Pareto
front. The comparison is only of this distance, i.e. GD value
may not be sufficient to decide the optimality of multi-
objective solutions [50]. This is because the optimization of
multi-objectives depends on three different parameters and not
only on GD value. These parameters include GD value, the
distribution of Pareto solutions on the front and the number of
solutions on the front [49]. Therefore, another comparison
function is introduced here and is named as “average spacing
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deviation function (ASDF)” which can include the effect of
distribution of Pareto solutions on the front and the number of
solutions on the front.

Comparison of results based on average spacing deviation
function: It is assumed that there are K numbers of Pareto
solutions on the front. Then, ASDF can be computed from
Eq. (15).

ASDF ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i¼1

K

davi−dvð Þ2

K

vuuut
ð15Þ

where

dv ¼

X
i¼1

K

davi

K
ð16Þ

davi ¼

XK−1
j¼1

di; j

K−1

∀ j ¼ 1; 2;…;Kf gexcluding solution i ð17Þ

where di,j represents the distance from Pareto solution i to
Pareto solution j on the same front. The literature indicates that

more number of solutions on the front are desired, and it is
also desired to have uniformly distributed Pareto solution
points on the front, i.e. the spacing between the solution points
on the front is desired to be uniform [50]. It can be seen from
Eq. (10) that these two goals can be achieved by minimizing
ASDF. Smaller values of ASDF indicate that the Pareto front
contains more evenly distributed solution points, and there are
a large number of solution points on the front. The comparison
results of proposed multi-ABC algorithm and NSGA II on the
basis of ASDF values are indicated in Fig. 6.

It can be seen from Fig. 6 that the ASDF value is signifi-
cantly smaller for the proposed multi-ABC algorithm as com-
pared to NSGA II on different demand scenarios. These
results indicate that the proposed multi-ABC algorithm gives
the Pareto front which contains more number of solutions and
are more evenly distributed as compared to the Pareto front
obtained from NSGA II.

Comparison of results based on Pareto fronts generated: The
graphical representation of Pareto fronts obtained from pro-
posed multi-ABC algorithm and NSGA II for mixed model
assembly line benchmark data is illustrated in Figs. 7 and 8 for
the first and second demand scenarios of models, respectively.
It can be seen from Figs. 7 and 8 that the Pareto front
generated from multi-ABC algorithm is more towards true

Table 4 Precedence relation among tasks and task time data of each model from case company

Precedence relation of tasks for
each model

(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8), (1, 9), (1, 10), (1, 11), (1, 12), (1, 13), (1, 14), (1, 15), (1, 16), (1, 17), (1,
18), (1, 19), (1, 20), (1, 21), (1, 22), (2, 23), (23, 24), (3, 25), (24, 25), (25, 26), (26, 27), (27, 28), (26, 29), (26, 30),
(26, 31), (26, 32), (26, 33), (26, 34), (26, 35), (5, 36), (26, 36), (26, 37), (5, 37), (17, 38), (26, 38), (11, 39), (26, 39),
(18, 40), (26, 40), (26, 41), (26, 42), (26, 43), (2, 43), (2, 44), (26, 44), (26, 45), (26, 46), (46, 47), (46, 48), (46, 49),
(47, 50), (46, 51), (46, 52), (48, 53), (49, 53), (50, 53), (51, 53), (52, 53), (26, 54), (53, 54), (47, 55), (53, 55), (55,
56), (47, 57), (53, 57), (47, 58), (26, 59), (26, 60), (26, 61), (48, 61), (53, 61), (61, 62), (26, 63), (26, 64), (53, 64),
(22, 65), (26, 65), (53, 65), (64, 66), (65, 66), (66, 67), (26, 68), (48, 69), (49, 69), (63, 69), (48, 70), (49, 70), (63,
70), (59, 71), (64, 71), (69, 71), (70, 71), (71, 72), (72, 73), (73, 74), (72, 75), (72, 76), (72, 77), (77, 78), (78, 79),
(73, 80), (26, 81), (78, 82), (78, 83), (83, 84), (72, 85), (85, 86), (86, 87), (87, 88), (86, 89), (80, 90), (90, 91), (72,
92), (91, 93), (92, 93), (16, 94), (93, 95), (95, 96), (72, 97), (72, 98), (98, 99), (98, 100), (72, 101), (80, 101), (72,
102), (80, 103), (72, 104), (80, 104), (72, 105), (105, 106), (105, 107), (105, 108), (108, 109), (108, 110), (105,
111), (105, 112), (105, 113), (112, 114), (114, 115), (114, 116), (114, 117), (111, 118), (112, 118), (113, 118), (72,
119), (28, 120), (72, 120), (105, 121), (105, 122), (105, 123), (78, 124), (105, 125), (66, 126), (124, 127), (127,
128), (127, 129), (127, 130), (127, 131), (82, 132), (83, 133), (127, 134), (107, 135), (127, 135), (127, 136), (127,
137), (127, 138), (127, 139), (127, 140), (94, 141), (127, 142), (127, 143), (95, 144), (127, 145), (136, 146), (138,
147), (100, 148), (38, 149), (148, 149), (149, 150)

Task time data for model

X 5, 18, 4, 2, 3, 4, 3, 2, 1, 4, 1, 1, 2, 5, 26, 3, 3, 3, 1, 1, 3, 3, 9, 10, 5, 4, 12, 3, 3, 3, 3, 3, 6, 5, 5, 3, 3, 5, 3, 4, 2, 2, 3, 3, 5, 1,
1, 6, 3, 7, 4, 2, 3, 5, 5, 2, 3, 7, 2, 1, 13, 2, 2, 4, 2, 9, 6, 5, 2, 15, 13, 8, 10, 14, 3, 2, 4, 5, 10, 3, 9, 2, 12, 12, 5, 4, 4, 8,
10, 1, 4, 5, 5, 10, 2, 3, 18, 3, 3, 10, 6, 5, 4, 4, 4, 8, 2, 2, 4, 15, 2, 2, 2, 5, 6, 8, 5, 3, 4, 10, 10, 12, 2, 13, 5, 3, 2, 10, 1, 1,
6, 6, 4, 4, 3, 3, 8, 7, 14, 3, 9, 7, 5, 2, 2, 8, 14, 3, 3, 3, 14

Y 2, 12, 6, 1, 5, 3, 4, 2, 3, 2, 3, 4, 1, 3, 26, 4, 6, 6, 3, 3, 7, 2, 12, 5, 7, 2, 7, 5, 5, 5, 3, 3, 7, 20, 5, 3, 4, 7, 2, 6, 1, 1, 6, 6, 1, 3,
7, 8, 3, 5, 1, 22, 4, 10, 3, 2, 9, 6, 5, 20, 1, 5, 3, 6, 18, 3, 2, 1, 15, 23, 18, 11, 5, 3, 2, 8, 7, 12, 8, 11, 2, 25, 25, 5, 4, 6, 6,
10, 2, 6, 8, 8, 17, 3, 3, 22, 6, 2, 18, 4, 7, 7, 7, 7, 8, 3, 3, 7, 15, 4, 1, 1, 7, 6, 4, 4, 6, 7, 8, 18, 17, 14, 13, 15, 6, 12, 10,
15, 13, 4, 5, 7, 25, 36, 6, 25, 7, 24, 3, 8, 27, 4, 1, 1, 8, 16, 5, 5, 12, 20

Z 1, 22, 5, 5, 2, 6, 2, 12, 12, 12, 5, 5, 5, 7, 30, 2, 16, 16, 12, 14, 6, 7, 20, 6, 9, 3, 4, 8, 8, 8, 8, 4, 9, 17, 7, 6, 2, 7, 3, 9, 10,
11, 6, 2, 3, 3, 3, 5, 5, 3, 6, 12, 30, 12, 23, 4, 6, 7, 5, 20, 2, 26, 12, 5, 15, 7, 3, 1, 20, 11, 23, 4, 6, 6, 2, 10, 7, 12, 8, 11,
2, 25, 23, 33, 5, 2, 8, 12, 2, 6, 10, 10, 16, 5, 5, 20, 34, 3, 12, 5, 9, 12, 24, 7, 25, 12, 12, 9, 2, 4, 2, 12, 9, 4, 23, 4, 2, 9,
10, 12, 20, 19, 12, 22, 9, 10, 9, 12, 4, 4, 8, 12, 22, 15, 17, 17, 8, 24, 13, 9, 23, 6, 2, 5, 8, 17, 3, 2, 9, 17

1822 Int J Adv Manuf Technol (2014) 75:1809–1827



Pareto fronts for both demand scenarios of models. This indi-
cates that the results from multi-ABC algorithm are more
towards near optimality even the demand of models is changed.
Furthermore, Figs. 7 and 8 also illustrate that the Pareto front
obtained from NSGA II is at a higher distance from the true
Pareto front. These graphical results clearly indicate the signif-
icance of the results obtained from multi-ABC algorithm as
compared to NSGA II results. Moreover, these results also
suggest that GD values obtained from multi-ABC are be small-
er as compared to GD values of NSGA II for both demand
scenarios. Furthermore, from Figs. 7 and 8, the Pareto solution
points obtained frommulti-ABC are more evenly distributed on
the front and there is larger number of Pareto solutions on the
front as compared to the Pareto fronts obtained by NSGA II.

4.2 Mixed model assembly line based on case company data

Mixed model assembly line of a case company in China is
investigated which produces three different models X, Y and
Z. Each model contains 150 numbers of tasks processed in
13 stations. The precedence relation among the tasks of all
models is the same. The precedence relation among tasks
and task time data of each model is indicated in Table 4. The
precedence relation between tasks of all models is represent-
ed in parentheses. As can be seen from Table 4, the first
precedence relation is given as 1 and 2 and illustrates that
task 1 is an immediate predecessor of task 2. The task time
of each task for different models is separated by a comma in
Table 4.

Table 5 Sequencing and balancing results for the first scenario of demand of models

Multi-ABC NSGA II

Number of
models

3 3

Demand
(X, Y, Z)

2, 2, 1 2, 2, 1

Model
sequence

X, X, Y, Y, Z X, Z, Y, X, Y

Objective
values

(2.34505, 2.89272, 14,710) (2.56575, 2.43999, 16,431)

Tasks of models assigned on all stations

X (1, 2, 15, 9, 7, 17, 3), (23, 24, 25, 26, 46, 52, 49, 51, 48, 59, 8, 63),
(70, 69, 60, 68, 29, 34, 47, 58, 50), (53, 57, 64, 71, 27, 72, 119,
105), (123, 121, 77, 78, 83, 84, 79, 124), (127, 44, 142, 98, 99, 76,
73, 80, 104), (101, 92, 111, 125, 122, 107, 113, 38, 32, 81, 42, 41,
33, 35, 20, 13, 11, 39, 10, 4, 12), (6, 43, 133, 31, 16, 94, 141, 135,
22, 75, 19, 30, 28, 45, 18, 40, 54, 100), (61, 62, 102, 148, 149, 97,
85, 86, 5, 37, 36, 129, 108, 110, 74, 112, 114, 117, 116, 118),
(103, 150, 115, 109, 90, 91, 93, 95), (144, 96, 82, 132, 87, 88,
120), (65, 66, 67, 126, 55, 56, 14, 106, 89, 143, 128, 21, 134, 136,
131, 139), (146, 138, 147, 140, 145, 137, 130)

(1, 22, 3, 8, 15, 19, 2), (23, 24, 25, 26, 60, 45, 46, 47), (59, 52, 17, 38,
14, 41, 16, 58, 50, 48, 49, 51, 53, 54, 64, 6, 11, 42, 35), (63, 69,
70, 71, 57, 72, 85), (92, 77, 78, 82, 124, 127, 130, 83), (133, 84,
98, 100, 148, 29, 44, 81, 33, 34, 10, 7, 68, 20, 13, 21, 4, 5, 36),
(37, 12, 9, 30, 39, 18, 40, 94, 141, 97, 31, 32, 128, 143, 79, 142,
132, 86, 89, 87), (88, 129, 76, 73, 138, 74, 80, 101), (90, 102, 75,
65, 66, 126, 67, 61, 62, 55, 56, 137, 134, 139, 131, 147), (145,
140, 43, 136, 146, 105, 125, 121), (113, 122, 106, 111, 107, 135,
123, 112, 118, 114, 115, 117, 116, 108), (109, 110, 119, 27, 28,
120, 99), (149, 150, 103, 91, 93, 95, 96, 144, 104)

Y (1, 15, 8, 13, 2, 9, 16, 94, 21, 5, 141), (10, 17, 12, 4, 20, 6, 19, 11, 18,
23, 24, 7, 22, 3, 25, 26, 63, 39, 68, 32, 35, 42, 31, 45, 41, 36), (38,
27, 59, 28, 46, 49, 48, 51, 47, 69, 43, 44, 50, 60), (70, 40, 81, 30,
37, 58, 52, 53, 61, 62, 64), (71, 54, 65, 66, 67, 126, 55, 72, 92, 97),
(14, 76, 77, 78, 124, 85, 102, 127, 128, 131, 140), (139, 130, 145,
143, 134, 129, 136), (146, 33, 82, 120, 137, 79, 73), (80, 101, 74,
56, 103, 104, 90, 29, 86, 87, 89, 91, 93, 95, 144), (96, 75, 57, 138,
147, 105, 112, 114, 117, 116, 115), (108, 109, 110, 121, 106, 122,
113, 98, 99, 100), (148, 149, 107, 135, 83, 133, 84, 123), (119,
125, 88, 142, 111, 150, 118, 132, 34)

(1, 6, 20, 9, 19, 7, 18, 4, 13, 5, 3, 17, 14, 22, 10, 21, 8, 12, 11, 16, 94,
141), (15, 2, 23, 24, 25, 26, 46, 47, 50, 48, 51, 49), (52, 60, 45, 59,
81, 36, 63, 69, 70), (29, 33, 44, 37, 35, 53, 65, 54, 61, 62, 57, 64,
66), (71, 72, 75, 76, 105, 125, 113, 121, 122), (107, 111, 108, 77,
78, 83, 133, 84), (82, 132, 79, 124, 127, 142, 138), (55, 56, 147,
139, 131, 140, 137, 129, 145, 130, 136, 102), (92, 85, 67, 126, 58,
27, 28, 120, 32, 42, 31, 68, 30, 39, 41, 38), (34, 43, 143, 112, 114,
98, 99, 100, 128, 109), (146, 119, 134, 117, 115, 86, 89, 87, 88),
(110, 73, 80, 103, 101, 135, 90, 91, 93, 95, 144, 96), (148, 149,
150, 116, 118, 123, 97, 104, 106, 40, 74)

Z (1, 16, 13, 12, 14, 17, 19, 15, 11, 10, 5, 4, 21), (18, 20, 8, 3, 94, 141,
2, 23), (24, 25, 7, 26, 63, 60, 43, 30, 37, 59, 36, 31, 33, 81, 41, 32),
(39, 34, 68, 38, 35, 29, 27, 28, 46, 48, 52, 49, 70, 69), (47, 50, 58,
44, 40, 42, 22, 6, 51, 53, 61, 55), (56, 64, 71, 72, 75, 73, 85, 80,
103, 101, 98, 99), (97, 74, 92, 102, 77, 86, 87, 105, 123), (107,
121, 112, 114, 115, 111, 116, 78, 124), (119, 82, 79, 83, 133, 84),
(117, 122, 108, 65, 132, 89, 125, 100, 148, 149, 150, 109, 90,
104), (66, 67, 126, 45, 127, 136, 62, 110, 113, 118, 76, 129, 128),
(139, 131, 137, 135, 146, 140, 138, 130, 145, 91, 93), (95, 144,
96, 147, 134, 57, 88, 9, 143, 106, 142, 120, 54)

(1, 15, 16, 4, 13, 12, 9, 2, 23, 22, 14), (18, 24, 10, 3, 25, 26, 33, 45,
40, 29, 63, 35, 41, 32), (31, 60, 30, 43, 44, 8, 94, 141, 6, 19, 20),
(81, 11, 46, 47, 48, 51, 49, 69, 50, 70, 52, 53, 64), (54, 55, 61, 65,
66, 67, 126, 62, 7, 57, 59), (71, 72, 77, 78, 83, 133, 85, 86, 89, 87,
88), (105, 107, 111, 113, 121, 119, 92, 75, 97), (98, 100, 102, 73,
74, 80, 103, 90, 5, 36, 37, 42, 34), (17, 38, 84, 124, 127, 128,
138), (142, 134, 136, 146, 140, 130, 143, 145, 147, 129, 137,
139), (82, 132, 79, 148, 149, 150, 135, 39, 104, 101, 106), (125,
112, 118, 114, 115, 116, 117, 123, 122, 131, 27, 28), (91, 93, 95,
96, 144, 120, 68, 108, 110, 109, 56, 76, 58, 21, 99)
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4.2.1 Mixed model assembly line simultaneous sequencing
and balancing results

Sequencing and balancing problem of assembly line in case
company is also analysedwith two different demand scenarios

of models. Table 5 illustrates only one solution from the set of
Pareto solutions in detail to show model sequencing results of
different models in assembly line and the tasks assigned to
each station of each model for the first demand scenario of
models for both multi-ABC algorithm and NSGA II. It can be

Table 6 Sequencing and balancing results for the second scenario of demand of models

Multi-ABC NSGA II

Number of
models

3 3

Demand (X,
Y, Z)

3, 1, 2 3, 1, 2

Model
sequence

X, X, Z, X, Y, Z Z, X, X, X, Y, Z

Objective
values

(1.97646, 1.59677, 21,276) (1.97935, 1.62031, 22,666)

Tasks of models assigned on all stations

X (1, 2, 23, 24, 3, 25), (15, 17, 6, 26, 27, 34, 63), (60, 35, 46, 47, 49,
48, 69), (70, 45, 58, 43, 21, 22, 7, 59, 51, 38, 52, 50, 53, 55, 64,
61, 54), (57, 33, 71, 72, 92, 119, 105, 123), (113, 65, 121, 108,
109, 77, 78), (83, 84, 124, 127, 137, 138, 145), (139, 97, 12, 28,
29, 31, 42, 32, 62, 19, 8, 44, 5, 36, 102, 9, 129, 125, 11, 128, 37,
39, 75, 106, 13, 16, 94), (141, 18, 40, 143, 147, 30, 110, 4, 81,
10, 76, 41, 98, 100, 148, 134, 66, 149, 67), (142, 140, 99, 120,
73, 74, 130, 80), (101, 104, 82, 132, 90, 91, 93, 95, 96), (126,
103, 112, 114, 20, 116, 107, 135, 111, 122, 118, 117, 85, 86, 115,
79, 68, 89, 56, 144, 133), (136, 146, 14, 150, 131, 87, 88)

(1, 2, 23, 24, 3, 25), (15, 17, 6, 26, 27, 34, 63), (60, 35, 46, 47, 49,
48, 69), (70, 45, 58, 43, 21, 22, 7, 59, 51, 38, 52, 50, 53, 55, 64,
61, 54), (57, 33, 71, 72, 92, 119, 105, 123), (113, 65, 121, 108,
109, 77, 78), (83, 84, 124, 127, 137, 138, 145), (139, 97, 12, 28,
29, 31, 42, 32, 62, 19, 8, 44, 5, 36, 102, 9, 129, 125, 11, 128, 37,
39, 75, 106, 13, 16, 94), (141, 18, 40, 143, 147, 20, 30, 110, 4,
81, 10, 76, 41, 98, 100, 148, 134, 66, 126, 67), (142, 140, 99,
120, 73, 74, 130, 80), (101, 104, 82, 132, 90, 91, 93, 95, 96),
(149, 103, 112, 114, 116, 107, 135, 111, 122, 118, 117, 85, 86,
115, 79, 68, 89, 56, 144, 133), (136, 146, 14, 150, 131, 87, 88)

Y (1, 16, 2, 23, 24, 3, 25, 10, 94, 141), (15, 22, 18, 21, 26, 40, 35, 33,
60, 63, 27), (28, 31, 13, 43, 46, 5, 37, 47, 50, 58, 51, 4, 9, 8, 7, 68,
59, 6, 17, 32, 45, 81, 49, 11, 20, 44), (34, 48, 69, 70, 52, 53), (64,
71, 72, 98, 105, 122, 112, 77, 76, 102, 57), (61, 62, 65, 66, 126,
107, 113, 78, 79, 124, 29), (121, 111, 125, 123, 82, 100, 85, 106,
73, 74, 80), (103, 83, 133, 127, 143, 128), (136, 54, 138, 129,
137, 30), (99, 86, 145, 140, 130, 146, 90, 91, 119, 148, 139),
(114, 117, 118, 92, 93, 104, 38, 149, 150, 142), (131, 95, 132, 84,
96, 134, 120), (101, 67, 41, 42, 55, 56, 135, 36, 108, 110, 109,
115, 75, 97, 147, 89, 87, 39, 144, 19, 88, 14, 116, 12)

(1, 16, 2, 23, 24, 3, 25, 18, 15, 26, 94), (141, 10, 21, 40, 29, 35, 33,
60, 63, 22, 27), (28, 31, 13, 43, 46, 5, 37, 47, 50, 58, 51, 4, 9, 8, 7,
68, 59, 6, 17, 32, 81, 49, 11, 39, 20, 44), (34, 48, 69, 70, 52, 53),
(64, 71, 72, 98, 105, 122, 112, 77, 76, 102, 57), (61, 62, 65, 66,
126, 107, 113, 78, 124, 79), (121, 111, 125, 123, 82, 100, 85,
106, 73, 74, 80), (103, 83, 133, 127, 143, 128), (136, 54, 138,
129, 137, 30), (99, 147, 145, 140, 130, 146, 90, 91, 119, 148,
139, 114), (115, 117, 118, 92, 93, 104, 38, 149, 150, 142), (131,
95, 132, 84, 96, 134, 120), (101, 36, 55, 56, 41, 12, 97, 144, 67,
42, 135, 108, 109, 110, 75, 86, 89, 87, 45, 19, 88, 14, 116)

Z (1, 3, 14, 4, 20, 18, 6, 11, 2, 16, 94, 17), (15, 23, 24, 25, 26, 32, 46,
52, 47, 58, 50, 48, 49, 51), (42, 59, 43, 29, 45, 33, 9, 5, 22, 13, 53,
61, 54), (65, 55, 62, 60, 34, 31, 27), (28, 44, 63, 69, 35, 56, 39,
70, 64, 66, 67, 71, 72), (105, 111, 92, 75, 113, 106, 108, 110, 37,
36, 68, 76, 121), (102, 85, 109, 97, 125, 98, 99, 100, 148, 81, 77,
78, 79), (83, 84, 120, 107, 86, 89, 87, 126, 82), (132, 88, 133, 10,
38, 149, 150, 19, 124), (123, 41, 57, 112, 114, 116, 115, 117,
118, 21, 73, 74, 127), (135, 131, 142, 129, 145, 143, 30, 122, 40,
136, 128, 137), (134, 146, 139, 119, 138, 80, 90, 101, 103), (104,
12, 91, 93, 95, 144, 96, 147, 130, 7, 140, 8, 141)

(1, 3, 14, 4, 20, 18, 6, 11, 2, 16, 94, 17), (15, 23, 24, 25, 26, 32, 46,
52, 47, 58, 50, 48, 49, 51), (42, 59, 43, 29, 45, 33, 9, 5, 22, 13, 53,
61, 54), (65, 55, 62, 60, 34, 31, 27), (28, 44, 63, 69, 35, 56, 39,
70, 64, 66, 67, 71, 72), (105, 111, 92, 75, 113, 106, 108, 110, 37,
36, 68, 76, 121), (102, 85, 109, 97, 125, 98, 99, 100, 148, 81, 77,
78, 79), (83, 84, 120, 107, 86, 89, 87, 126, 82), (132, 88, 133, 10,
38, 149, 150, 19, 124), (123, 41, 57, 112, 114, 116, 115, 117,
118, 21, 73, 74, 127), (131, 142, 129, 145, 143, 30, 122, 40, 136,
128, 137, 134), (146, 139, 119, 138, 135, 80, 90, 101, 103), (104,
12, 91, 93, 95, 144, 96, 147, 130, 7, 140, 8, 141)
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seen from Table 5 that the demand of model X is 2, the
demand of model Y is 2, and the demand of model Z is 1 in
one assembly cycle. It can be seen from the results shown in
Table 5 corresponding to multi-ABC algorithm that the tasks
of model X which are assigned to the first station are 1, 2, 15,
9, 7, 17 and 3 in the assembly line. While the tasks of model X
which are assigned to the second station are 23, 24, 25, 26, 46,
52, 49, 51, 48, 59, 8 and 63, the tasks of model X for the
third station are 70, 69, 60, 68, 29, 34, 47, 58 and 50 and
so on.

Table 6 illustrates one solution from the set of Pareto
solution in detail to describe the sequencing results of different
models in assembly line and the tasks assigned to each station
of each model for the second demand scenario of models for
both multi-ABC algorithm and NSGA II. It can be seen from
Table 6 that the demand of model X is 3, the demand of model
Y is 1, and the demand of model Z is 2 in one assembly cycle.
It can be seen from the results shown in Table 6 corresponding
to multi-ABC algorithm that the tasks of model X which are
assigned to the first station are 1, 2, 23, 24, 3 and 25 in the

assembly line, while the tasks of model X which are assigned
to the second station are 15, 17, 6, 26, 27, 34 and 63 and so on.

4.2.2 Comparison of results

Comparison of results based on inverted generational
distance: The results of proposed multi-ABC and NSGA II
algorithm on the basis of GD value is indicated in Fig. 9. It can
be seen from Fig. 9 that the proposed multi-ABC algorithm
gives smaller GD values on both scenarios. These results
indicate that the proposed multi-ABC algorithm can give
more near-optimal Pareto results for both scenarios of de-
mands as compared to NSGA II.

Comparison of results based on average spacing deviation
function: The results of proposed multi-ABC algorithm on
the basis of ASDF are compared with the results obtained
from NSGA II in Fig. 10. It can be seen from Fig. 10 that
proposed multi-ABC algorithm gives a smaller value of
ASDF as compared to NSGA II for both scenarios of demand.
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These results indicate that multi-ABC outperforms NSGA II
on the basis of ASDF and can give more evenly distributed
Pareto solutions on the Pareto front.

Comparison of results based on Pareto fronts generated: The
graphical representation of Pareto fronts obtained from the
proposed multi-ABC algorithm and NSGA II for mixed
model assembly line data of the case company is illustrated
in Figs. 11 and 12 for the first and second demand scenar-
ios of models, respectively. It can be seen from Figs. 11
and 12 that the Pareto fronts generated from multi-ABC
algorithm are more towards true Pareto fronts for both
demand scenarios of models. These results indicate that
the Pareto solutions obtained from multi-ABC algorithm
are more towards near optimality even the demand of
models is changed. These graphical results clearly show
the significance of the results obtained from multi-ABC as
compared to NSGA II results.

5 Conclusion

In recent years, due to an increased demand of customized
products, mixed model assembly lines have got a lot of
attention. Mixed model assembly lines have two problems,
i.e. model sequencing and balancing problems. These two
problems are simultaneously addressed in the current re-
search. Three objectives are concurrently studied for simulta-
neous consideration of model sequencing and balancing prob-
lems in mixed model assembly line. Current research present-
ed the issue to balance workload for different models on each
station to reduce the possibility of generation of incomplete
units. In addition to this, the current research aimed to reduce
the deviation of workload of stations from the average work-
loads of all the stations and to minimize total flow time of
models on stations simultaneously. A multi-objective artificial
bee colony (multi-ABC) algorithm which can optimize these
three objectives simultaneously is proposed to generate a
Pareto solution for the current problem. A local search mech-
anism is incorporated in the proposed multi-ABC algorithm to
search different sequencing solutions for each balanced solu-
tion simultaneously. Two different mixed model assembly line
problems are solved to test the performance of the proposed
multi-ABC algorithm. For the first type of mixed model
assembly line problem, each model task time data and prece-
dence relation data are taken from standard assembly line
problems taken from operation research library (OR). For
the second mixed model assembly line problem, each model
task time data and precedence relations are taken from a truck
manufacturing company in China.

The performance of the proposed multi-ABC algorithm is
tested against the performance of a famous multi-objective

algorithm, i.e. NSGA II, to solve these two problems on two
different model demand scenarios. End results indicated that
the proposed multi-ABC algorithm outperforms NSGA II to
generate better near-optimal Pareto solutions for the current
problem on both demand scenarios. Future research can be
extended to include task time uncertainty to generate a robust
version of simultaneous sequencing and balancing problem.
Moreover, the performance of algorithm can be improved by
integrating artificial bee colony algorithm with some variable
neighbourhood search schemes to design a hybrid algorithm
for the better exploration of the search space.
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