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Abstract Logistics network design is a major strategic issue
due to its impact on the efficiency and responsiveness of the
supply chain. This paper focuses on strategic and tactical
design of steel supply chain (SSC) networks. Ever-increasing
demand for steel products enforces the steel producers to
expand their production and storage capacities. The main
purpose of the paper includes preparing a countrywide pro-
duction, inventory, distribution, and capacity expansion plan to
design an SSC network. The SSC networks consist of iron ore
mines as suppliers, raw steel producer companies as producers,
and downstream steel companies as customers. Demand is
assumed stochastic with normal distribution and known at
the beginning of planning horizon. To achieve the service level
of interest, a potential production capacity along with two
kinds of safety stocks including emergency and shared safety
stocks are suggested by the authors. A mixed integer nonlinear
programming (MINLP) model and a mixed integer linear
programming (MILP) model are presented to design dynamic
multi-commodity SSC networks. To evaluate the performance
of the MILP model, a real case of SSC network design is
solved. Furthermore, solving two proposed models by using
a commercial solver for a set of numerical test cases shows that
the MILP model outperforms MINLP in medium- and large-
scale problems in terms of computational time. Finally, the

complexity of the linear model is investigated by relaxing
some major assumptions.

Keywords Steel supply chain network . Facility location .

Stochastic demand . Shared safety stock . Potential production
capacity . Blending problem

1 Introduction

Nowadays, to more easily supply products to customers,
many production companies tend to create a network of close
and well-organized communications called supply chain due
to the new situations and changes in technology [1]. From a
general point of view, a supply chain consists of all stages
involved, directly or indirectly, in fulfilling customers’ de-
mand. In fact, supply chain is a network of facilities consisting
of suppliers, producers, assembly lines, and distribution cen-
ters where materials, information, and financial flows inter-
connect them [2]. It can be inferred that a supply chain beside
production and distribution tasks consists of assembly, stor-
age, and retail actions [3].

Supply chain management (SCM) is the process of plan-
ning, implementing, and controlling the operations of the
supply chain in an efficient way [4]. Decision making in
SCM can be categorized into three levels based on the plan-
ning horizon: strategic, tactical, and operational [3]. In strate-
gic level, the company plans the configuration of its supply
chain for next few years. Strategic decisions include determin-
ing tasks to be accomplished in the organization, and tasks to
be outsourced, as well as decision about production and
storage capacities, and transportation modes. Planning hori-
zon of the tactical level is from seasons to 1 year. In tactical
level, the company decides about transportation planning and
inventory handling regarding the decisions that made in stra-
tegic level, in advance.
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In this paper, two mathematical models are proposed for
designing steel supply chain networks (SSCNs) along with
facility location, production planning, and inventory holding.
The proposed models focus on both strategic and tactical
decisions. In strategic level, location and capacity of new
raw steel producers (if required) among a set of potential sites
are selected. Moreover, capacity expansion plans for existing
producers are determined. The model locates and expands the
producers in proper points where costs of the entire SSCN are
minimized. Nevertheless, in tactical level, decisions on iron
ore supplier selection, production capacity assignment, safety
stocks (SS) handling, and import/export raw steel products are
made. The approach proposed in this paper is general such
that it can be used to design new SSCNs and to improve
existing ones. More precisely, the following are the major
questions that would be replied through solving the proposed
models:

1. How would be the expansion plans of producers in an
SSCN?

2. How would the producers procure their required iron ore
from the mines?

3. How would be the production plans of producers to
satisfy customers’ demands?

4. How would be the inventory holding system to afford
demand fluctuations?

In remaining of the paper, a brief literature review is re-
ported in Section 2. The problem and its assumptions are
described in details in Section 3. Section 4 presents the pro-
posed mixed integer nonlinear programming (MINLP) model
for the problem and describes its linearization method. As the
main contribution of the paper, the proposed mixed integer
linear programming (MILP) model of the problem is also
presented in Section 4. Results of a real case in Iran SSCN
and some numerical test cases are described in Section 5.
Moreover, discussions about the obtained results and sensitiv-
ity analysis are described in this section. Finally, a summary of
the research, the conclusions, and future research directions
are listed in Section 6.

2 Literature review

SCM involves finding the best possible configuration of the
supply chain. In supply chain design, facility location prob-
lem, production, inventory, transportation, and routing have
been considered. Many researchers have studied transporta-
tion and facility location problem in the past decade. Melo
et al. [4] defined facility location problem as a set of spatially
distributed customers and a set of facilities to serve customers’
demands. Jayaraman and Pirkul [5] studied multi-commodity
transportation and facility location problem with limited ca-
pacity under static conditions. They developed an MILP

model for the problem solved by using a heuristic method.
Although their model determined product flows from sup-
pliers to producers, the model did not decide about location
of the suppliers. Their proposed model makes decisions on
suppliers’ layer, which is rarely considered by the researchers.

Erlebacher and Meller [6] proposed an MINLP model for
location-allocation problem of distribution centers (DCs).
Moreover, inventory level in DCs has been determined using
their model. They considered stochastic demand during lead-
time, which is involved using a portion of standard deviation
of total demand in lead-time. The model proposed cycle and
safety stocks to cope with demand fluctuations. Theymodeled
the problem based on average demand and holding costs;
however, the model did not consider any shortage or
backorder costs.

Syam [7] considered inventory, transportation, and facility
location problem in a multi-commodity supply chain with
dynamic planning horizon. He proposed to use the advantages
of group transportation in product flows and routing, group
storage, and other advantages of clustering into the proposed
model. Melo et al. [8] modeled the same problem and consid-
ered dynamic location and relocation of facilities. They as-
sumed that increasing/decreasing of the production capacity is
possible in the facilities. In addition, it is also possible to shift
production capacity between every pair of facilities in two
succeeding time periods. Furthermore, Cordeau et al. [9]
studied this problem in a countrywide environment. The num-
ber and location of new facilities, production technology
selection, and production and storage capacities are the deci-
sion variables of their proposed model. Moreover, decisions
about supplier selection, transportation mode selection, and
product flows in supply chain are made through the model.

Gabor and Ommeren [10] studied transportation, invento-
ry, and facility location problemwith stochastic demand. They
assumed that customers’ demands are independent and follow
a Poisson Process. There is a SS to satisfy demands with
service level of (1−α ); however, α has been considered as a
decision variable. Since their proposed problem is NP-hard,
an approximate heuristic algorithm was developed to solve it.
In a more recent work, Thanh et al. [11] deliberated transpor-
tation, inventory, and facility location problem in a four-layer
supply chain with dynamic planning horizon. They modeled a
flexible framework in which the products could be dispatched
not only between producers but also from producers to the
customers. They assumed discounted rates on fixed purchas-
ing costs for those who purchase more than one product.
Moreover, a minimum rate of utilization for each facility
was assumed.

Blending is another problem which has been considered
since the 1950s and recently many researchers have interested
in this problem. In supplying raw materials (e.g., iron ore,
wheat, soil, and coal), suppliers provide it with specific
amounts of various components. Especially, in the SSCNs,
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each mine provides iron ore with a specific amount of chem-
ical components (CCs) including but not limited to Fe, Fe3O4,
SiO2, Al2O3, S, P, CaO, and MgO, which may vary during the
time. The producers decide about procuring and mixing var-
ious types of iron ore from various mines in order to achieve
their desired range of CCs. Liu and Sherali [12] developed a
mathematical model for transportation and blending problem
of coal. Their proposed supply chain consists of three layers,
in which seaports are the central layer. They supposed that
coal is not stored in the central layer and is only divided into
smaller batches and dispatched to the customers. Bilgen [13]
proposed an MILP model for maritime transportation and
blending problem in a real case in Turkey. Movafagh and
Farahani [14] proposed an MILP model to determine the
optimal location of wheat storage facilities (i.e., silos). Their
model guarantees that a predetermined minimum of compo-
nents of products is delivered to the customers. They assigned
a predefined level of components to the silos. This level of
requirements is satisfied through shipping wheat from various
suppliers and silos to the target silo. Import and export are
allowed in their proposed model. Moreover, they proposed an
innovative model to support both strategic and tactical man-
agement decisions which is relatively scarce in the literature.

Melo et al. [4] provided a comprehensive review of re-
searches on facility location problem and SCM. They stated
that while most of the literature focused on solution methods
in multilayer supply chains, intra-layer flows have not been
considered well in reviewed literature. They concluded that in
spite of developing too many models for multilayer supply
chains, integrating stochastic demands and facility location
problem in SCM models needs more efforts. Furthermore, as
Arabani and Farahani [15] mentioned, there exist some po-
tential applications of dynamic facility location problems
which have not received enough attention so far.

A comparative literature survey is presented in Table 1. The
model proposed by the authors is compared to existingmodels
in this table. The reviewed researches are classified based on
the following criteria:

1. Decisions made in the model (location, production, in-
ventory, and transportation),

2. Type of planning horizon (static or dynamic),
3. Modeling approach (deterministic, stochastic, or fuzzy),
4. Type and number of products (single, multi or bulk

material),
5. Whether the problem includes blending decisions or not,
6. The number of supply chain echelon (single or multiple

echelon),
7. Solution methods.

There are many models proposed by researchers to design
three-layer supply chains; nevertheless, models including
blending and location are rarely found in the literature. Com-
plex facility location constraints until recently have limited

most of research in this area to static and deterministic prob-
lems. Moreover, there is nomodel which integrates the facility
location, production, inventory and blending problem in a real
SSCN with intra-layer product flows and stochastic demands.

3 Problem settings and description

In this paper, a configuration of SSCN design has been stud-
ied, which consists of three main layers, namely iron ore
mines, producers, and customers. The products of producers
are raw steel (e.g., Billet, Bloom, and Slab). The customers are
downstream steel companies who roll the raw steel products
into a number of different final steel products (e.g., sheet
products, rods, and h-beams). Furthermore, steel-making pro-
cess is considered as an internal supply chain in the producers’
sites. The steel-making process includes three stages: melting
by either electric arc furnace (EAF) or blast furnace (BF),
refining by ladle furnace, and continuous casting. However,
in this paper, both smelting and refining stages are merged and
considered as one intra-layer denoted by smelting stage. Each
producer has a number of EAFs or BFs in smelting stage
which feed some parallel casting lines. Moreover, there is an
exclusive casting line to produce each product. The raw steel
products can be either stored in warehouses of the producers
or delivered to the customers. Generally, the internal supply
chain includes three intra-layers namely smelting, casting, and
warehouse. A schematic example of the SSCN is illustrated in
Fig. 1. The capacity of smelting stage is usually less than total
capacity of casting lines due to flexibility in steel-making
process. For more information on steel-making process,
readers would refer to Atighechian et al. [30].

In this paper, dynamic multi-commodity inventory and
facility location problem with stochastic customers’ demand
in SSCN design is modeled. It is assumed that beside existing
raw steel producers, there are some potential sites to establish
new ones. At the beginning of planning horizon, each existing
producer has an initial capacity in smelting, casting, and
warehouse. It is obvious that the initial capacities of all poten-
tial sites are zero. Capacity expansion of existing producers
and potential sites are modular. Moreover, developing mod-
ules will remain in operation until the end of the planning
horizon. The model locates new modules in proper points
where costs of the entire SSCN are minimized. First, the
model considers some modules with different capacities as
input. Then, it decides in each potential site or existing pro-
ducer which modules should be established to minimize total
costs and satisfy demands. In addition, the production (i.e.,
smelting and casting) and inventory levels in all producers are
determined and the customers are allocated to the producers.
Commodity flows from each layer (or intra-layer) to the
consequent one are also determined in this approach. The
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planning horizon is divided into a set of consecutive and
integer time periods which have equal length.

In SSCNs, costs are divided into two categories: business
costs or operating costs, and investment costs for establishing
new facilities and expanding capacity of existing producers,
which are constrained by the available capital. Although the
available capital is predetermined and limited in each time
period, unlimited borrowing and lending are allowed. It is
assumed that lending interest rate is less than borrowing one.
Moreover, non-invested capital available in a time period is
subject to an interest rate and the returned value can be used in
the subsequent time periods for reinvestment. The lending and
borrowing levels are decided in the model. One of the most
important issues in SSCN design is capital budgeting because
there is a trade-off between expanding capacities via locating
new facilities and satisfying demands by import raw steel
products due to capital limitations.

The customers are allowed to purchase steel products from
an outside producer (i.e., to import steel products) beside
domestic producers. On the other hand, the producers are
allowed to sell some products to an outside customer (i.e., to
export steel products). But, in each time period, total quantity
of imported/exported steel products is limited due to national
policies. In order to guarantee a minimum level of benefit for
the producers with respect to their investment size, a lower
bound on the ratio of their production level to production
capacity is defined as the minimum acceptable utilization rate.

In steel production process, among the main chemical com-
ponents of iron ore, Fe and Fe3O4 appear as purity of iron
metal, and the other CCs appear as impurity or slag. Therefore,
to produce a unit of steel product, a special quantity of iron ore
is required, which directly related to the CCs of that iron ore.
This is known as the production yield of the iron ore. More
precisely, the more amounts of Fe and Fe3O4 and the less
amounts of SiO2, Al2O3, S, P, CaO, andMgO in iron ore result
in the more productivity in steel-making process. Therefore,
each producer needs a given quantity of qualified iron ore with
a predetermined acceptable range of CCs which can be

provided by mixing different kinds of iron ore with an appro-
priate ratio. The blending problemwhich involves in the SSCN
is to determine the quantity of iron ore of eachmine that should
be supplied for a producer to minimize total purchasing and
transportation costs without exceeding the available capacities
and violating the acceptable range of CCs. Moreover, a man-
agerial decision in the SSCN is to select new technologies of
enriching iron ore. The enriched iron ore is used as raw
materials in steel production process. Enrichment of iron ore
results in decreasing the production costs, energy and firebrick
consumption, and volume of slag on top of molten steel in
EAFs or BFs. Hence, enrichment the CCs of iron ore through
applying new facilities is included in the model.

It is assumed that the customers’ demands are independent
normally distributed random variables, each one has a given
average and variance that increase through the time. Conse-
quently, total demand for each product is a normally distrib-
uted random variable, with its average being the sum of all
averages and its variance is the sum of all variances (i.e., the
square of standard deviation is the sum of squared standard
deviations), which can easily be justified using characteristic
functions.

To yield a service level of interest, holding a specific amount
of safety stock is frequent among the producers. In some cases,
the producers do not cooperate with each other in the same
supply chain, and each one holds the SS, to satisfy their own
customers’ demands. In other occasions, all the producers in
the same supply chain collaborate to share a common SS to
satisfy total demand of all customers in the supply chain. The
amount of SS is directly related to the standard deviation of the
customers’ demand [6]. Thus, it is obvious that the amount
of common SS for the whole supply chain is less than total
amount of SS held by the producers individually. Argue is
that, standard deviation of the summation of some normal
random variables is less than the summation of standard
deviations of these normal random variables. This is a general
consequence whenever the customers’ demands follow the
normal distribution.

External product flow

Iron ore mine

Steel producer

Smelting

Casting

Warehouse

Customer

Intra-layer product flow

Internal supply chain

Steel supply chain network (SSCN)

Fig. 1 Example of an SSCN with an internal supply chain in producers’ sites
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In order to decrease the safety stock level and its holding
costs on the entire SSCN, it is suggested that the producers
cooperate with each other in holding SS for those customers
who require the same product. Indeed, based on total demand,
a common SS is held to achieve service level of the SSCN
(i.e., 1−α ). On the other hand, the business experience says
that in order to decrease the transportation costs of the SS
through the second echelon of SSCN, the best location for
holding the common SS is a possible median point among
customers with respect to their standard deviations. Instead, in
order to increase responsiveness, it is more effective to hold
enough SS in a location near each customer. So, to create a
balance between responsiveness and transportation costs of
SS, the safety stock is divided into emergency SS (ESS) and
shared SS (SSS). Furthermore, a potential production capacity
(PPC) beside ESS and SSS is suggested to reach service level
of interest. In other words, the common SS is covered by ESS,
SSS, and PPC.

The ESS is exclusively held for each customer in the
nearest producer(s) and is used to respond customer’s demand
as quickly as possible when it exceeds the average demand.
The second purpose to store ESS is to satisfy demand until
either the SSS is procured from the farther producer(s) or the
PPC is applied to produce extra products beyond SS. Howev-
er, the SSS is commonly held and the PPC is commonly
reserved for customers. The PPC is a part of the production
capacity not necessarily used in every time period, but just to
keep the service level. Note that the PPC is proposed in cases
that demands exceed safety stocks, holding costs are too high,
and/or a single product with different grades is demanded by
some customers. This approach may result in decreasing total
holding costs.

Since the demand is uncertain empirical finding, the
optimal location(s) to hold SSS and to reserve PPC is
really difficult. However, single (multiple) facility loca-
tion problem or capacitated p-median problem can be
used to find the optimal location(s). In the proposed
model, some producers near to each customer are allowed to
hold ESS and some producers in median points are allowed to
hold SSS.

4 Problem formulation

In this section, dynamic multi-commodity inventory and fa-
cility location problem is formulated as mathematical models.
Notations, parameters, and decision variables are described in
advance. MINLP model of the problem as well as some real-
world constraints are described later. Furthermore, an MILP
model based on the proposed MINLP one is also presented. It
is supposed that all relative data (such as costs, capacities, and

so on) were collected by using appropriate methods, e.g.,
forecasting methods and/or business analysis of the
company prior to modeling the problem. The following
notations (indices of the sets) are used in the models presented
in this paper:

I : Set of iron ore mines, i ∈{1,2,…,I}.
J : Set of raw steel producers, J =Jc∪Jo, j ∈{1,2,…,J}.
Jc: Set of existing steel producers, Jc⊂J , j c∈{1,2,…,Jc}
Jo: Set of potential sites for establishing new steel

producers, Jc⊂J , j o∈{1,2,…,Jo}
Jm: Set of smelting modules, jm∈{1,2,…,Jm}.
Jc: Set of casting modules for each product, j c∈{1,2,…,

Jc}.
Jw: Set of warehouse modules, jw∈{1,2,…,Jw}.
K : Set of customers, k ∊{1,2,…,K}.
T: Set of time periods, t ∈{1,2,…,T}.
P : Set of products, p ∈{1,2,…,P}.
H : Set of CCs of iron ore, .h ∊{1,2,…,H}

Moreover, the main parameters used in the models are:

CSit : Maximal supply capacity of iron ore mine i in time
period t .

CM j : Initial capacity of smelting in producer j.
CCjp : Initial capacity of casting of product p in producer j .
CW j : Initial storage capacity of in-site warehouse of pro-

ducer j .
CAM jm : Capacity of smelting module type jm.
CAC jcp : Capacity of casting module type jc for product p .
CAW jw : Capacity of warehouse module type jw.
VALh: Improvement in enriching the CC of h in iron ore

when respective new technology is applied.
Uj: Minimal acceptable utilization rate of producer j

(independent of t ).
I
t
: Maximal acceptable ratio of imported products to

total domestic production in time period t .
Et: Minimal acceptable ratio of exported product to

total domestic production in time period t .
Qsih

t : Ratio of CC of h in iron ore of mine i in time
period t .

Qpjh
t : Minimal or maximal admissible ratio of CC of

h in iron ore required for producer j in time
period t .

PYi
t: Production yield, the quantity of iron ore of mine

i in time period t required to produce a unit of steel
product (it is estimated based on
the quality of iron ore).

SCij: Unit transportation cost of iron ore frommine i to
producer j .

PCjp: Unit production cost of product p made by
producer j .
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NTCh: Installation cost of respective new technology to
enrich the CC of h in iron ore.

MIC j jm
:

Installation cost of smelting module type jm in
producer j .

CIC j jcp

:
Installation cost of casting module type j c for
product p in producer j .

WIC j jw : Installation cost of warehouse module type jw in
producer j .

TCjkp: Unit transportation cost of product p from producer
j to customer k .

Dkp
t ,σkp

t : Average and standard deviation demand of
customer k for product p in time period t ,
respectively.

1−αp
t : Service level of interest for product p in time

period t .

Zαt
p
: Confidence coefficient of product p in time period

t (i.e., a value of standard normal
distribution that the area under the curve after that
point is αp

t ).
0.5+β kp

t : Emergency service level of interest for product p
of customer k in time period t .

Z0:5−β t
kp : Emergency confidence coefficient of product p for

customer k in time period t .
Cikp: Unit import cost of product p for customer k .
Cejp: Unit export net income of product p by producer

j .
Hjp: Unit holding cost of product p at warehouse of

producer j in each time period.
Bt: Capital available in time period t .
Rl,Rb: Interest rate of lending and borrowing, respectively.

Ejkp ¼
1 If producer j is allowed to store ESS of productp for customerk;

0 Otherwise:

�

Sjp ¼
1 If producer j is allowed to store SSS of productp;

0 Otherwise:

�

Kh ¼
þ1 If CC of h in iron ore isFeor Fe3O4;

−1 Otherwise:

�

The following decision variables are used in formulation of
the SSCN design models.

x ij
t : Quantity of iron ore shipped frommine i to producer

j in time period t.
y jp
t : Quantity of product p produced by producer j in time

period t.
z jkp
t : Quantity of product p shipped from producer j to

customer k in time period t.
ppc jp

t : Potential production capacity of product p reserved
by producer j in time period t.

x jp
t : Quantity of product p held in warehouse of producer

j in time period t.

ess jkp
t : Quantity of product p held as ESS in warehouse of

producer j for customer k in time period t .
sss jp

t : Quantity of product p held as SSS in warehouse of
producer j in time period t .

impt
kp
: Quantity of product p imported by customer k in

time period t.
exp jp

t : Quantity of product p exported by producer j in time
period t.

b t: Amount of capital borrowed from outside of SSCN
from time period t to time period t +1.

l t: Lending amount of capital (invested outside of SSCN)
from time period t to time period t +1.

mt
j jm

¼ 1 If a smelting module type jm is established in producer j in time period t;

0 Otherwise:

�

ctj jc p ¼
1 If a casting module type jc for product p is established in producer j in time period t;

0 Otherwise:

�

wt
j jw

¼ 1 If a warehouse module type jw is established in producer j in time period t;

0 Otherwise:

�

qtj h ¼ 1 If new technology to enrich the CC of h is utilized by producer j in time period t;

0 Otherwise:

�
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4.1 Proposed mathematical model

With reference to the above notations, parameters, and vari-
ables, the MINLP model for the SSCN design is presented as
follows.

(M0) MinimizeX
t

X
i

X
j

SCij:x
t
ij þ

X
t

X
j

X
p

PCjp: ytjp þ ppctjp

� �
þ
X
t

X
j

X
p

Hjp:inv
t
jp

−
X
t

X
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X
p
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t
jp þ
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t
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t
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X
j
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t
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k
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invtjp ¼
X
k

Ejkp:ess
t
jkp þ Sjp:sss

t
jp ∀t; j; p ð20Þ

X
j

Ejkp:ess
t
jkp≥z0:5−βt

kp
:σt

kp ∀t; k; p ð21Þ

X
j

Sjp:sss
t
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� �
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p
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
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σt
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� �2
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X
j
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k
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xtij; y
t
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t
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t
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t
kpexp

t
jp; inv

t
jp; ess

t
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t
jp; b
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ð23Þ

mt
j jm
; ctj jcp;w

t
j jw
; qtjh∈ 0; 1f g ∀t; j; jm; jc; jw; p; h ð24Þ

The objective function (1) minimizes total costs including
transportation costs of iron ore from mines to producers,
production costs, inventory holding costs, attained net income
by export (with minus sign), import costs, transportation costs
of raw steel products from producers to customers, fixed
opening costs associated with establishing smelting, casting
and warehouse modules, new technology implementation
costs, and total financial liabilities of the SSCN at the end of
planning horizon (i.e., bT–lT). Note that T denotes end of the
planning horizon, bT denotes total debt of SSCN at the end of
planning horizon, and lT denotes total capital invested outside
of SSCN at the end of planning horizon.

Constraints (2) ensure that average demand of every cus-
tomer is satisfied. Equations (3) impose the product flows
conservation of producers while fulfilling the average demand
of customers. Constraints (4) guarantee that every producer
receives enough quantity of iron ore from all mines to produce
raw steel products. This is calculated based on total quantity of
products that should be produced and total potential produc-
tion capacities that should be reserved in time period t −1 and
t by the producer. Actually, the quantity of iron ore provided
for potential production capacities in time period t −1 is trans-
ferred to time period t as initial inventory. Note that, if pro-
ducer j purchases x ij

t tons of iron ore from mine i in time
period t , it can produce x ij

t /PYi
t tons of raw steel products.

Nonlinear inequalities (5) assure that each producer re-
ceives different kinds of iron ore with an appropriate ratio to
be able to provide its own qualified iron ore in each time
period. Note that, if there is a violation of the admissible range
of CCs, the producer can apply respective new technology to
enrich iron ore, and to meet its blending requirements. As an
example, by using desulfurization technology, a producer can
decrease the sulfur (S) content which means yielding better
quality raw material. Besides increasing the lifetime of cata-
lysts in reformer of reduction plant results in decreasing
production costs. As mentioned in Section 3, the CCs of Fe
and Fe3O4 appear as purity and other CCs appear as impurity
in steel production process. Thus, Fe and Fe3O4 need

minimum levels (e.g., Fe≥67.5 % and Fe3O4≥40 %), while
other CCs need maximum levels (e.g., SiO2≤1.3 %, Al2O3≤
0.4 %, S≤0.04 %, P≤0.035 %, CaO≤1 %, and MgO≤0.5 %)
in the admissible ranges of CCs. The parameter Kh is used to
distinguish between purity and impurity of CC of h .

Constraints (6) state that new technology to enrich CCs of
iron ore can be installed for the producers only once during
planning horizon. The maximum capacity of the mines is
observed in constraints (7). Minimum acceptable production
levels and maximum production capacities of smelting are
controlled via constraints (8) and (9), respectively.

Constraints sets (10), (12), and (15) state that in each time
period, it is possible to install at most one new expansion
module for smelting, casting for each product, and warehouse
in each producer, respectively. Maximum casting capacity for
all producers is controlled through constraint (11). This con-
straint states that sum of production quantity and potential
production capacity must not exceed the casting capacity.
Constraints (13) guarantee that any casting module in poten-
tial sites would not be established unless at least one smelting
module has already been installed there. Similarly, constraints
(16) ensure that warehouse modules would be established in
potential sites if there is at least one installed smelting module.
Furthermore, constraints (14) impose maximum storage ca-
pacity on warehouses of the producers.

Constraints sets (17) and (18) state that the quantity of
products imported/exported in each time period should not
be more/less than a given maximum/minimum level. Con-
straints (19) impose capital budgeting limitations according to
Weingartner’s horizon model [31, 32] into the model. There-
fore, constraints (19) and the last two terms of objective
function (1) (i.e., bT−lT) guarantee that the total financial
liabilities are minimized at the end of planning horizon.

Equations (20) calculate total inventory of each product in
every time period as the summation of emergency and shared
safety stocks. As mentioned in Section 3, in order to decrease
the SS level on the entire SSCN, the producers cooperate with
each other in holding SS, and in order to increase responsive-
ness, an ESS is exclusively held for each customer near it. The
ESS held for each customer is determined based on its emer-
gency service level and its standard deviation (i.e., z0:5−βt

kp
:σt

kp )

by constraints (21). Emergency service level (βkp
t ) is typically

defined as the ratio of “demand filled by ESS/total demand.”
Therefore, the probability of filling up demand of customer k
by ESS is 100×β kp

t %. On the other hand, to achieve the
service level of interest, the common SS regarding the standard
deviation of total demand and confidence coefficient is calcu-

lated as zσtp :

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑k σt

kp

� �2r
. Thus, to cover the common SS,

appropriate levels of SSS and PPC are determined through
constraints (22). Both service level (1−αp

t ) and emergency
service level (β kp

t) could be estimated for example by
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simulation methods. In this case, some scenarios can be con-
sidered, and then the best one is chosen such that sum of
shortage, holding and transportation costs of SS is minimized.

It is of interest to notice that, the regular inventory (the part
above the common SS) can be included into the SSS because
it may be a cost-saving decision compared to the production
capacity expansion. Finally, constraints set (23) and (24) state
the non-negativity and binary restrictions on the decision
variables, respectively.

4.2 Model refinement

In real applications of the problem, there are many features
which are not observed in the proposed MINLP model (M0).
For instance, it is not possible to purchase iron ore in small
batches, e.g., Chadormalo mine in Iran SSCN would contract
to supply at least 300,000 tons of iron ore per year [33]. In
order to confine the continuous variable x ij

t such that whether
it takes zero or a value greater than or equal to K , new binary
variable uij

t is and following constraints set are introduced:

xtij≤Mutij ∀t; i; j ð25Þ

xtij≥Ku
t
ij ∀t; i; j ð26Þ

utij∈ 0; 1f g ∀t; i; j ð27Þ

In whichK is the minimum admissible batch size, andM is
a positive large value which should be at least greater than the
sum of all supply capacities of the iron ore mines. Thus, to
observe the above limitation, constraints (25) to (27) are
appended to model M0.

The iron ore purchased from various mines would be
supplied in fine or lump form. Fine iron ore could be directly
passed to pellet-making plant, whereas lump iron ore needs to
be milled in advance. Maximum milling capacity of the pro-
ducers in each time period can be expressed in following
constraints:X
i

C j:x
t
ij≤Lj ∀t; j ð28Þ

Where Lj is the capacity limit of milling in producer j in
each time period and Ci is a binary parameter denoting wheth-
er mine i provides lump iron ore or not. Considering all the
aforementioned constraints set (e.g., (25) to (28)) in model M0

results in a more realistic MINLP model of the problem:

(M1) Minimize
Objective function (1)

Subject to
Constraints set (2) to (28).

4.3 Linearization of proposed model

Both models M0 and M1 of the problem are nonlinear due to

the term of ∑
i¼1

I

∑
l¼1

t

VALhqljhx
t
ij in constraints (5), while it

contains the multiplication of two decision variables. To avoid
complexity of solving MINLP model, the authors suggested
linearizing the model, using a heuristic lemma proposed by Li
and Sun [34].

Lemma 1 [34]: The quadratic phrase q.x in which q is a
binary variable and x is a continuous variable can be
substituted with a continuous variable f. Afterwards, the new
variable is restricted by following linear constraints:

f ≤M q ð29Þ

x−M 1−qð Þ≤ f ≤x ð30Þ

f ≥0 ð31Þ
In which, M is a positive large value. Therefore, if q =1

then f =x , and if q =0 then f =0 .
In order to apply above lemma in the proposed

model, the quadratic phrase q jh
l . x ij

t is substituted by
f jh
lt , constraints (32) are replaced with constraints (5),

and constraints sets (33) to (35) are appended to the
model M1.

X
i

Qstih:x
t
ij þ VALh

X
l¼1

t

f ltijh

 !
Kh≥Qptjh

X
i

Khx
t
ij ∀t; j; h ð32Þ

f ltijh≤M :qljh ∀i; j; h; t; ljl≤ t ð33Þ

xtij−M 1−qtij
� �

≤ f ltijh≤x
t
ij ∀i; j; h; t; ljl≤ t ð34Þ

f ltijh≥0 ∀i; j; h; t; ljl≤ t ð35Þ

More precisely, after applying lemma 1, anMILP model of
the problem is obtained as follows.

(M2) Minimize
Objective function (1)

Subject to
Constraints set (2) to (4),
Constraints set (6) to (28),
Constraints set (32) to (35).

5 Results and discussion

A real test case of Iran SSCN is designed to evaluate the
proposed model of inventory and facility location problem.
Furthermore, performance of the proposed MINLP and MILP
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models in the same running time is compared in a set of
numerical test cases. Finally, sensitivity analysis of the more
effective assumptions and parameters in the model is done in
the numerical test cases. All test cases were solved by using
the branch-and-bound (B-and-B) solver of LINGO 8.0 on a
Pentium IV Core 2 Duo with 2.00 GHz processor and 1 GB
RAM.

5.1 A real case: Iran SSCN

To assure the correct performance of constraints and objective
function, the model is tested on a realistic scenario in Iran
SSCN design where the customers’ demands are stochastic. In
this case, Chadormalo, Golgohar, and Choghart are consid-
ered as domestic iron ore mines, and Samarco, Kudremukh,
Carajas, CVRD, Ferteco, and MBR as abroad ones [33]. As
mentioned in Section 3, each of these mines supplies iron ore
with specific CCs. Using the historical data for CCs of each
mine, a regression model can be applied to forecast the CCs
for the future. For instance, the CCs of iron ore in domestic
mines in 2007 are presented in Table 2.

The producers’ layer of Iran SSCN consists of three na-
tionwide raw steel producers, namely Khouzestan Steel Co.
(KSC), Mobarakeh Steel Co. (MSC), and Esfahan Steel Co.
(ESC). Moreover, a fictitious producer in abroad (OUT) is
assumed to import products from whenever any of the cus-
tomers cannot be supplied from any domestic producers. The
customers’ layer comprises of (1) MSC, (2) ESC, (3) Kavian
Steel Co., (4) National Industrial Steel Group Co., (5) Ahwaz
Pipe and Rolling Mills Co., (6) Khouzestan Oxin Steel Co.,
(7) Azerbayjan Steel Co., (8) Khorasan Steel Co., (9) Amir
Kabir Khazar Steel Co., (10) Iran Alloy Steel Co., and (11) a

fictitious outside customer to export products. Note that, both
MSC and ESC produce not only raw steel products, but also
final steel ones, whereas KSC produces only raw ones. It is
assumed that there is no potential site to establish new raw
steel producers.

The product flows from the first layer to the second one are
iron ore with different CCs and from the second layer to the
third are Billet, Bloom, and Slab. In this case, the average
demand of customer was estimated using moving average
based on the available historical data on its order quantities
in last 2 years. Due to the functional and strategic role of steel
in economy, the demand for raw steel products can be esti-
mated with a high reliability [35]. It is assumed that KSC is
allowed to store all three kinds of products, MSC is only
allowed to store Slab, and ESC is allowed to store both Billet
and Bloom as SSS. The standard deviation of demand is
considered as a percentage of the average demand ranging
from 0 to 10 %. Moreover, Iran national policy stated that by
next 5 years, the ratio of imported raw steel products to total
domestic steel production should be decreased from 35 to
15 %, and simultaneously the ratio of exported products to
total domestic steel production should be increased from 10 to
30%with an annual growth rate of 5 %. It is supposed that the
service level of interest is 0.95 (i.e., confidence coefficient is
1.645) for all products in each time period and the emergency
service level is 0.1 (i.e., emergency confidence coefficient is
0.25) for all customers and products in each time period.
Customers’ demands for Billet in the first time period is
represented as a normal distribution, where their averages
and standard deviations are shown in Table 3.

The producers have a number of melting furnaces (EAF in
both KSC and MSC, and BF in ESC), which feed some
parallel casting lines. At present, MSC is only able to produce
Slab and ESC produces both Billet and Bloom. Moreover,
KSC and OUT can produce all three kinds of raw steel
products. Table 4 presents the initial capacities of producers
in smelting, casting, and warehouse. As noted earlier, due to
flexibility in production, the capacity of smelting stage is less
than total capacity of casting lines. For example, KSC has six
EAFswith total capacity of 2.4 million tons per year, while the
Billet, Bloom, and Slab casting lines could produce 0.8, 1, and
1.2 million ton(s) per year, respectively. Since this is the
dominant scenario in raw steel producers, smelting stage is
recognized as the bottleneck of steel-making process.

The strategic objective of the model for nationwide test
case of Iran SSCN design is to suggest an efficient guideline
for importing and exporting raw steel products, and expanding
the capacity of smelting stage, casting lines, and warehouse of
producers. Furthermore, the model is able to not only estimate
the capital needed for expansion plans but also propose the
policies for selecting appropriate iron ore mines for long-term
contracts. On the other hand, the main tactical objectives of
the model are safety stocks handling, transportation planning,

Table 2 Percentage of CCs comprised in domestic iron ore mines

Mine Chemical compounds

Fe Fe3O4 SiO2 Al2O3 CaO P S MgO

Chadormalo 68 41.6 1.3 0.46 0.39 0.03 0.027 0.19

Golgohar 67.75 67 1.5 0.3 0.3 0.04 0.5 1.2

Choghart 66.83 35 1.8 0.99 0.75 0.022 0.02 0.51

Table 3 Demand for Billet in the first time period in Iran SSCN

Demand #Customer

1 2 3 4 5 6 7 8 9 10

Average
(×1,000 tons)

600 1,080 300 360 0 0 120 240 420 300

Stand. Dev.
(×1,000 tons)

21 60 19 26 0 0 3 7 36 26
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allocation of customers to the producers, and assigning the
potential production capacities to the producers.

After solving the model, some noteworthy results are ob-
tained which show the promising performance of proposed
model. Based on solution obtained from the Iran SSCN mod-
el, a number of solution attributes are schematically shown in
Figs. 2, 3, 4, 5, and 6. The plans for capacity expansion of
smelting stages and Slab’s casting lines by next 5 years are
illustrated in Figs. 2 and 3, respectively. It is concluded that
total raw steel production capacity in Iran SSCN should
expand from 9.6 million tons in 2009 to 18.6 million tons in
2014 (see Fig. 2). Furthermore, Fig. 3 illustrates that by the
next 5 years, total capacity of Slab’s casting lines needs to be
increased from 7.2 to 12.7 million tons per year. The produc-
tion plan to produce three kinds of steel products in the next
5 years and assignment of customers to the producers in the
first time period are shown in Figs. 4 and 5, respectively.
Regarding Fig. 4, KSC should produce 3.9 million tons raw
steel products including 779 thousand tons of Billet, 421
thousand tons of Bloom, and 2.7 million tons of Slab in the
first time period. Furthermore, with reference to Fig. 5, KSC
should supplyMSC (customer #1), Kavian Steel Co. (custom-
er #3), and National Industrial Steel Group Co. (customer #4)
by 55, 300 and 360 thousand tons of Billets in the first time
period, respectively.

Table 3 illustrates that total demand for Billet in the first
time period is a normal random variable with average 3.42
million tons and standard deviation of 84 thousand tons.
Therefore, to achieve service level of 0.95 for Billet, the

producers should hold or reserve at least 139 thousand tons
of Billets (i.e., ≈ 1.645×84) as ESS, SSS, or PPC in the first
time period. The SSS of Billet in the warehouse of producers
is depicted in Fig. 6. As illustrated in this figure the level of
SSS in the first time period is 89 thousand tons. On the other
hand, to reach emergency service level of 0.1, the producers
should hold at least 50 thousand tons of Billets (i.e., ≈ 0.25×
198 in which 198 is the sum of standard deviations of de-
mands) as ESS in the first time period. As a result, the PPC
reserved by producers of Billet in the first time period are zero.
Because there is a trade-off between holding SS and reserving
PPC in each time period, and the SSS along with ESS of Billet
(i.e., 89+50) are enough to reach the service level of interest in
the first time period. So, based on this solution, it seems
reserving PPC is not as cost-saving as holding SS. Argue is
that, if the demand not exceed the SS in a time period, the
unused SS will be transferred to the next time period as an
initial inventory (like regular inventory), but the unused PPC
is not possible to be applied in the next time period(s). How-
ever, to keep the service level in the last time period, reserving
PPC is more reasonable than holding SSS regarding the
solution (see Fig. 6). Furthermore, as can be seen in Fig. 6,
the level of SSS in the fourth time period is 236 thousand tons
that is too high. Conceptually, this is due to regular inventory
that appeared into the SSS.

5.2 Numerical test cases

To evaluate the complexity of proposed models for inventory
and facility location problem in SSCN design, 18 numerical
test cases are designed. The test cases are divided into six

Table 4 Initial capacities of raw steel production in Iran SSCN in 2009

Producer Capacity (million ton(s) per year)

Smelting Casting Warehouse

Billet Bloom Slab

KSC 2.4 0.8 1.0 1.2 0.15

MSC 5.4 0.0 0.0 6.0 0.5

ESC 1.8 1.0 1.2 0.0 0.1

OUT ∞ ∞ ∞ ∞ 0.0

0

2,000

4,000

6,000

8,000

10,000

12,000

0 1 2 3 4 5

ca
pa

ci
ty

 (
10

00
 to

ns
)

time period

KSC

MSC

ESC

Fig. 2 Capacity expansion plans for smelting stages in Iran SSCN
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various categories based on the number of supplier, producer,
customer, time period, and product. Table 5 presents the
characteristics of the SSCN for the categories. Each category
involves three test cases of modules with various capacity
levels, which are described in Table 6. In order to eliminate
the effect of data structure, other parameters used in the test
cases were generated randomly using uniform distribution by
specific range. In fact, each test case was generated via a
macro that recorded in Visual Basic for Applications 6.30 in
Excel environment.

To evaluate the performance of models of the problem in
SSCN design, namely the MINLP ofM1 and the MILP of M2,
comparative results are reported in Table 7. All test cases were
solved by two models at the same running times. Optimality
gap between the objective function values (OFV) of two
models is calculated using the formula (36).

%Gap ¼ OFV M2ð Þ−OFV M1ð Þ
OFV M1ð Þ � 100% ð36Þ

With reference to Table 7, in 9 test cases out of 18, the
MILP model found better objective function values in com-
pare to the MINLP model at the same running times. Howev-
er, in three test cases, MINLP model found better solutions
than MILP. Furthermore, in six test cases, MINLP model
could not find any feasible solution within 2 h of running
time, while in the same cases, MILP model obtained admis-
sible solutions. In the cases that MILP model shows superior
performance, the solutions found by the MILP model are

averagely 5.79 % better than the MINLP solutions regarding
the optimality gaps. On the other hand, in same running times,
wherever MINLP outperforms MILP, solutions obtained by
MINLP model are averagely 4.96 % better than MILP solu-
tions. Furthermore, the MILP model outperforms MINLP
especially in large-scale test cases belonging to categories E
and F because the MINLP model could not find any feasible
solution in four test cases of these categories. All test cases
were solved via B-and-B solver of LINGO8.0, with global
width branching strategy for nodes expansion. It is important
to note that the results may change if other solution methods
were applied to solve the models.

To evaluate the effects of some of the major assumptions
on computational complexity of the problem, the authors
formulated the problem in five various scenarios. The follow-
ing assumptions are considered in sensitivity analysis of the
problem: )a) minimum acceptable batch size of iron ore, )b)
decisions on new technology selection, and (c) capital
budgeting constraints. The first scenario is same as MILP
model of M2, the second to forth scenarios are abbreviated
as M2-L, M2-T and M2-B in which the assumptions )a), )b),
and )c) are ignored, respectively. In the fifth scenario (i.e., M2-
LTB), all the aforementioned assumptions are ignored.

The test case number 3 of all categories which have the most
number of binary variables in their own categories (see Table 7)
were selected to evaluate the complexity of the problem. The
computational time was limited to an hour for all test cases. The
objective function value of the best known feasible solution
found in this time interval was recorded as the best solution.
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Table 5 The main characteristics of six categories of test cases

Category No. of
suppliers
(I)

No. of
producers
(J)

No. of
customers
(K)

No. of
periods
(T)

No. of
products
(P)

A 9 3 10 5 3

B 10 4 12 5 4

C 12 5 15 5 4

D 10 5 12 5 5

E 15 6 20 5 3

F 12 6 18 5 5

Table 6 Number of capacity levels in the test cases

Test
cases
no.

No. of smelting
capacity levels
(Jm)

No. of casting
capacity levels
(Jc)

No. of
warehouse
capacity levels
(Jw)

No. of CCs
in iron ore
(H )

1 4 3 3 8

2 5 3 4 8

3 5 5 3 8
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The optimality gap as an efficient indicator to measure the
computational complexity is calculated via the formula (37),
in which the best solution is compared to the lower bound of
feasible solutions and potential solutions corresponding to the
unfathomed branches found so far. The “Lower Bound” is limit
on how far the solver will be able to improve the objective
function. It is noted that the “Best Solution” is a descending
function, while the Lower Bound is an ascending function over
the time such that the Best Solution can never exceed the Lower
Bound. The fact that these two values are close indicates that
the algorithm progresses well and the current best solution is
very close to the optimal one. These two values coincide to
each other in the optimal solution. So, the scenario with large
values of minimum, average, and maximum of optimality gap
is more complicated.

Table 8 reports results of the experiments, in which "non-
zero entries density" is defined as the ratio of the total number
of non-zero entries to the total number of entries in the
constraints matrix. The non-zero entries density is used to
evaluate the sparsity of constraints matrix. In the field of
numerical analysis, a sparse matrix is a matrix populated
primarily with zeros [36]. A large amount of memory is
consumed when dealt with a large sparse matrix. Moreover,
“normality of constraints matrix” is specified as the ratio of the
total number of decision variables to constraints. The mini-
mum, average, and maximum of these two ratios for all the six
test cases as well as the number of binary variables and the
optimality gap have been calculated.

Optimality Gap% ¼ Best Solution−Lower Bound
Lower Bound

� 100%

ð37Þ

Table 7 Summary of test results for comparison of MINLP and MILP formulations

Category Test cases no. MINLP model of M1 MILP model of M2 Running time (s) Gap (%)

No. of nonlinear terms OFV No. of binary variables OFV

A 1 225 67,702 495 67,802 1,800 +0.15

2 225 90,456 525 83,891 1,800 −7.16
3 225 97,632 600 89,280 1,800 −8.55

B 1 320 132,748 740 118,850 3,600 −10.47
2 320 No feasible 780 127,018 3,600 –

3 320 160,266 920 147,314 3,600 −8.08
C 1 450 133,160 975 142,252 7,200 +6.83

2 450 185,419 1,025 181,219 7,200 −2.27
3 450 No feasible 1,200 191,758 7,200 –

D 1 400 192,800 1,000 190,383 7,200 −1.25
2 400 158,151 1,050 142,336 7,200 −10.02
3 400 173,858 1,275 187,584 7,200 +7.89

E 1 630 157,728 1,170 151,096 7,200 −4.21
2 630 139,123 1,230 138,945 7,200 −0.13
3 630 No feasible 1,380 151,094 7,200 –

F 1 540 No feasible 1,260 227,808 7,200 –

2 540 No feasible 1,320 301,278 7,200 –

3 540 No feasible 1,590 260,266 7,200 –

Table 8 Summary of test results to evaluate complexity of formulations
within an hour

Scenarios

M2 M2-L M2-T M2-B M2-LTB

No. of binary variables:

Min. 600 465 480 600 345

Average 1161 878 967 1161 685

Max. 1,590 1,230 1,350 1,590 990

Non-zero entries density:

Min. 0.000097 0.000103 0.001075 0.000010 0.001493

Average 0.000170 0.000178 0.001667 0.000168 0.002404

Max. 0.000307 0.000323 0.002866 0.000303 0.004044

Normality of constraints matrix:

Min. 0.60 0.58 2.96 0.60 3.48

Average 0.66 0.65 3.62 0.66 4.45

Max. 0.72 0.70 4.21 0.72 5.17

Optimality gap (%):

Min. 3.22 5.01 0.00 1.26 0.00

Average 12.81 9.95 5.46 10.69 0.24

Max. 21.25 17.63 11.42 28.53 0.65
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Regarding the results presented in Table 8, assumptions
(b), (a), and (c) influenced computational complexity in de-
scending order. The average number of binary variables re-
duced by 17 % (i.e., ≈ 100×(1,161–967)/1,161 %) if assump-
tion (b) is omitted. Also, the average normality of constraints
matrix and the average non-zero entries density are almost five
times and nine times greater in scenario M2-T compared to
original model M2, respectively. This result is supported by
the average optimality gaps, which decreased from 12.81 %
for M2 to 5.46 % for M2-T at the same running time. On the
whole, it seems that a large portion of computational com-
plexity ofMILPmodel is in relation with making decisions on
new technology selection to enrich the CCs of iron ore.

There is high variation in optimality gaps of the test cases
solved under the same scenario. Figure 7 illustrates that opti-
mality gap for the test cases solved under scenarios M2 and
M2-T follows almost ascending trend when the number of
binary variable is increasing. This is due to various sizes of
SSCN and the nature of other data available for the problem.
As can be seen in Table 8 and Fig. 7, all the test cases solved
under scenario M2 have an optimality gap greater than 3 %.

6 Conclusion and future research

Because of the increasing importance of network costs in
business supply chains, this paper presents two general inno-
vative models for dynamic multi-commodity inventory and
facility location problem in SSCN design. The proposed ap-
proach can be applied to not only design new SSCN but also
improve existing ones. Moreover, the models support multiple
capacity levels for each facility and also consider cost-savings
associated with cooperation of the producers in holding safety
stocks. More precisely, the authors considered following
criteria which add more novelty to the research: (a) dynamic
stochastic customer demand, (b) intra-layer product flows, (c)
blending problem, (d) new technology selection to enrich iron
ore, and (e) capital budgeting. To reach the service level of
interest, the authors proposed the concept of emergency and
shared safety stocks which create a balance between respon-
siveness and transportation costs of SS on the whole SSCN.

Furthermore, the potential production capacity would de-
crease the inventory holding costs for the producers. To reduce
the complexity of the proposed MINLP model, the model is
linearized by defining a new variable and adding some con-
straint to the model. The logical solution obtained for a real
case in Iran SSCN design indicates the acceptable perfor-
mance of the proposed MILP model. Moreover, the solutions
found by B-and-B solver of LINGO8.0 illustrates that MILP
model outperforms MINLP one, especially in large-scale test
cases. The sensitivity analysis for the effects of the major
assumptions shows that a large portion of computational
complexity of the MILP model is due to new technology
selection.

Indeed, solving large-scale test cases results in large
optimality gaps; thus, applying more efficient solution
methods like hybrid evolutionary algorithms would be an
interesting area for future researches. In addition, an MILP
model has been proposed only for forward SSCN design
in this paper, while to reproduce raw steel products from
scrap iron, the reverse SSCN design may influence the
locations and capacities of raw steel producers. So, to
avoid sub-optimality caused by separate design of forward
and reverse SSCN, integrated forward/reverse SSCN de-
sign needs more efforts.

In this paper, only one transportation mode was con-
sidered between layers of the SSCN, and there was no
constraint on delivery time to improve the responsiveness
of the SSCN. Furthermore, a given number of downstream
steel companies (i.e., final steel producers) have been
considered as the customers. However, in the real SSCNs,
the capacity of final steel production should be expanded
proportional to the capacity of raw steel production by
establishing new downstream steel companies and expan-
sion of existing ones. So, dealing with this issue in a four-
layer SSCN leads to more realistic model. Whereas, steel
substitute products (e.g., composites) threaten to invest in
the SSCNs, integrated design and optimization of logistics
network for steel and its substitute products with depen-
dent demands is a capable area for research.
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