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Abstract This paper proposes a new approach for rotating
machinery which integrates wavelet transform (WT), princi-
pal component analysis (PCA), and artificial neural networks
(ANN) to classify the fault and predict the conditions of
components, equipment, and machines. The standard devia-
tion of wavelet coefficients are extracted from processed
historical signals of manufacturing equipment as features.
Then, the features are analyzed by PCA and several new
principal features obtained from original features can be used
as inputs to train ANN. After training, the conditions and
degradations of components and machines can be predicted,
and the fault of them can be classified if it exists, by the trained
ANN using the same kinds of principal features extracted
from real time signals. A case study is used to evaluate the
proposed method and the result indicates its higher efficiency
and effectiveness comparing to traditional methods.

Keywords Fault diagnosis and prognosis . Wavelet packet
coefficient . Artificial neural network . Principal component
analysis

1 Introduction

The requirements for equipment are becoming more complex
and complicated in the development of modernmanufacturing
technology. The trouble-free operation of equipment is very

dependent upon the trouble-free operation of all its compo-
nents [1]. During a system breakdown, up to 80 % of down-
time is spent to locate the source of the fault [2]. Only a small
fraction of the downtime is spent to maintain the components.
This sparks a vast interest to study the corresponding intelli-
gent diagnostic techniques and system for widespread appli-
cations [3]. Thus, the function of diagnosis is minimizing the
resources, such as time, to spend on identifying the cause of
the observed degradations [4]. Fault prognosis should be a
vital part of the monitoring system [4]. In a real system, the
prognosis is as important as diagnosis of fault in order to avoid
the unplanned breakdown and reduce the cost of maintenance.

The crucial part of the system is detecting faults early
enough to make optimal maintenance decision. The diagno-
sis and prognosis part of the system should be able to
forecast the remaining useful life of equipment, the operat-
ing time between detection, and an unacceptable level of
degradation. Currently, various sensors have been devel-
oped and adopted to monitor and record information such
as temperature, pressure, sound, and vibration in manufac-
turing system [5]. In order to solve the practical maintenance
problems of mechanical systems, many data mining meth-
odologies, such as statistical inference, decision tree, rough
sets, support vector machine (SVM), and various hybrid
methods have been introduced and validated [6–10].
Artificial neural network (ANN) is selected as the core
technology due to:

1. ANN deal with complex problems without sophisticated
and specialized knowledge,

2. ANN is an effective classification technique,
3. ANN can deal with nonlinear systems and low opera-

tional response times after the learning phase.

Many methods based on ANN have been developed for
online monitoring with knowledge discovery, novelty detec-
tion, and learning abilities [11–13]. Other technologies such
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as fuzzy logic system, genetic algorithms, and hybrid
computational intelligence systems were applied in fault
diagnosis for a centrifugal pump, respectively [14]. Lee
et al. [4] developed an intelligent prognostics and e-
maintenance system named “Watchdog Agent” with the
method of statistical matching and performance signa-
ture and SVM-based diagnostic tool. There are also
many signal processing techniques for fault diagnosis
and prognosis. Parameters in time domain [15–18], fre-
quency domain [19–21], and wavelet domain [22–24]
are extracted as features to train ANN to classify the
fault of monitored components. Because a large number
of sensors are used in real system, the features may
become extremely large. Principal component analysis
(PCA) was used to reduce the dimension of the features
without decrease the accuracy [25, 26].

However, there are very few literatures on integrating
wavelet domain, PCA, and ANN in fault diagnosis and
prognosis area [23] and also very few literature can predict
degradation of monitored components. The major contribu-
tion of this paper is to combine the three techniques.
Accurate condition for each component can be obtained
from the real time signals and this condition could be
updated online. Based on this online condition of equip-
ment, the proposed method can provide an intelligent deci-
sion making tool to analyze the data from sensors enabling
working condition prediction which has the ability to mon-
itor, diagnose, and predict the condition of manufacturing
systems and its processes. It can make maintenance decision
based on current information to prevent occurrence and
development of failure effectively, ensure the safety of
equipment and personnel, and reduce economic lost caused
by failure. It is hoped that it can help companies to reach
near-zero breakdown performance with low cost of mainte-
nance and loss of product, and improving reliability, safety,
and productivity.

Based on the framework of the Intelligent Fault
Diagnosis and Prognosis Systems, a case for diagnosis
and prognosis of unbalance faults of a blower has been
studied in Knowledge Discovery Laboratory at Norwegian
University of Science and Technology. Experimental
results on the blower show the effectiveness and robust-
ness in diagnosing and predicting the faults using pro-
posed methods. This paper is organized as the following:
Section 2 introduces the data acquisition experiment setup
and procedure. Section 3 describes the procedure of pro-
posed methods and the following Section 4, Section 5,
and Section 6 introduce the principle of feature extraction
using wavelet packets transform, principal component
analysis, and BP neural networks, respectively. A case
study for validating the method is presented in
Section 7, and finally the conclusions and discussions
are given in Section 8.

2 Data acquisition experiment

To research how to apply intelligent fault diagnosis and
prognosis framework to monitor equipment or machines, a
simple experimental setup is established in Knowledge
Discovery Laboratory.

2.1 Experimental setup

Figure 1 shows the hardware of the experimental setup
which includes a blower, three vibration sensors, power
supply for sensors, connector, DAQ card, and a computer.
In this setup, the blower is selected as our monitoring object
and a kind of vibration sensors (Kistler, Type 8702B100) are
chosen to collect the signals from the blower. Three sensors
are setup on the blower in three directions which can collect
the vibration signals in different directions (Fig. 2). The
signals are collected from the sensors and processed using
some processing method like filter, de-noising, and com-
pression. Then, the features are extracted in wavelet domain
which can be used to train and query BP network. After
training, the system can judge the real states of monitored
components using real time signals.

2.2 Experimental procedure

In the present study, four different degradation levels of un-
balance are simulated using three different parts (Fig. 3),
which are mounted in the axis end of the blower. The unbal-
ance degradation (condition) contains 0, 0.3, 0.7, and 1 which
represents the performance states from perfect to absolutely
failure (unbalance). In the first case, power on the blower and
collect and store signals from the sensors without mounting
any simulation part. Next, power off the blower and mount
first part in the axis end, and then, power on the blower and
collect and store the signals from sensors. Repeat this process
until all the degrading signals simulated by simulation parts
were collected. Figure 4 shows the signals of the second
sensor from perfect state to absolutely failure.

3 The procedure of fault diagnosis and prognosis

The pattern classification theory has been a key factor in fault
diagnosis and prognosis methods development. Some classi-
fication methods for equipment performance monitoring use
the relationship between the type of fault and a set of patterns
which is extract from the collected signals without establish-
ing explicit models. Currently, ANN is one of the most pop-
ular methods in this domain. ANN is a model that emulates a
biological neural network [27]. The origin of ANN can be
traced back to a seminar paper by McCulloch and Pitts [28]
that demonstrated a collection of connected processors,
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loosely modeled on the organization of brain, could theoreti-
cally perform any logical or arithmetic operation. Then, the
development of ANN techniques is very fast which is exten-
sive to many categories containing back propagation (BP),
self-organization mapping, radial basis function, etc. The ap-
plication of artificial neural networkmodels lies in the fact that
they can be used to infer a function from observations. This is
particularly useful in applications where the complexity of the
data or task makes the design of such a function by hand
impractical. This attribution is very nontrivial in diagnostic
problems. BP network is a main type of ANN used to solve
fault diagnosis and prognosis problem. This section mainly
describes how to integrate BP network, PCA, and wavelet
transform (WT) for pattern classification in fault diagnosis and
prognosis, and the following three sections will introduce the
principle of these three techniques.

The PCA new features generated from the features in
wavelet domain (standard deviation of wavelet packet coef-
ficients (SDWPC)) of vibration signals are used to estimate

the fault status of components and machines. The input
nodes of BP neural network come from the test signals
sensors. BP neural network was made up of one input layer,
one output layer, and one hidden layer of nodes. And it has
been proved that such three-layer BP neural network model
can approach any continuous functions at any precision. The
values of output are from 0 to 1 which represent from
perfect condition to complete failure of specific fault.

Because of convenience of handling the signal collection,
signal processing, and interface things, the Labview is select-
ed as program software in this project. However, the capability
of mathematical calculation of Labview is not as good as
Matlab. Therefore, both software are combined to apply in
this project. The procedure of fault diagnosis and prognosis
integrating BP network, PCA, and WPC is shown in Fig. 5.
The historic data are collected and processed which are fist
two steps. Then, the features in wavelet domain (SDWPC) are
extracted from the processed signals. These features are
analyzed by the PCA which can generate new features
called principal component which can used to train
ANN. After training, the signals in real time are col-
lected and used to query the BP network, and then the
condition of the monitored components can be obtained.

Fig. 1 Hardware of
experimental setup

1

3 2

Fig. 2 Sensors setup on blower Fig. 3 Parts for simulation degradations
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4 Features extraction in wavelet domain

To monitor the conditions of manufacturing equipments, col-
lecting the data from them through suitable sensors is the first
step which was described above. Then, the collected signals
should be processed using many methods of signal processing
such as filtering, amplification, data compression, data

validation, and de-nosing which generally aim is improving
the signal-to-noise ratio. After that, the features should be
extracted from processed signals which can be used to decide
whether the performance is perfect or degrading and decide the
remaining useful life of monitored components. Finally, the
maintenance decision can be made according to the status of
the equipment. We can see from the above process that feature
selection has a significant impact on the success of fault diag-
nosis and prognosis and making the correct maintenance deci-
sion. The features can be extracted from the processed signals
in time domain, frequency domain, time–frequency domain,
and wavelet domain which should be fairly insensitive to noise
and within fault class variation. This part will introduce extrac-
tion features from wavelet domain briefly.

WT is a time–frequency decomposition of a signal into a set
of “wavelet” basic function. Wavelet analysis has proved its
great capabilities in decomposing, de-noising, and signal anal-
ysis which made the analysis of non-stationary signals achiev-
able as well as detecting transient feature components as other
methods were inept to perform since wavelet can concurrently
impart time and frequency structures. WT gives good time and
poor frequency resolution at high frequencies, and good fre-
quency and poor time resolution at low frequencies. Analysis
with wavelets involves with breaking up a signal into shifted
and scaled versions of the original (or mother) wavelet, i.e., one
high-frequency term from each level and one low frequency
residual from the last level of decomposition.

Continuous wavelet transform [29] is a function of two
parameters, explicitly time and frequency and, therefore,
bears a great information redundancy in signal or function
being analyzed. Discretized wavelet transform (DWT) [30]
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Fig. 4 Raw signals with
different degradations

Data acquisition

Signal processing

Classfication

Predict the condition of the
monitored components

Collecting signals from
sensors

Filter, amplification, denoising
conditioning, ...

Data acquisition in real
time

Signal process

End

ANN training
(BP network)

Feature extraction Wavelet packet coefficients

Feature extraction

Principal Component Analysis

Maintenance Decision
Making

Fig. 5 The procedure of fault diagnosis and prognosis integrating BP
network, PCA, and WT
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analysis is more efficient still with the identical accuracy. In
order to shift along the time axis, DWT analyzes the signal by
applying a wavelet filter with a specific frequency band which
is dependent on the level of decomposition. Consequently, the
signal can be decomposed into a hierarchical structure with
wavelet details and approximations at various levels as follows:

f ðtÞ ¼
Xi¼j

i¼1

DiðtÞ þ AjðtÞ ð1Þ

Where Di(t) denotes the wavelet detail and Aj(t) stands
for the wavelet approximation at the jth level.

Wavelet packet method [31] which is a generalization of
wavelet decomposition offers a richer range of possibilities for
signal analysis. Contrary to WT, the wavelet packets contain a
complete set of decompositions and details at every level and
hence providing a higher resolution in the high-frequency
region, i.e., the wavelet detail component at each level is further
decomposed to obtain its approximation and detail compo-
nents. The structure of wavelet packet decomposition (WPD)
algorithm that broke up to four resolution levels is shown in
Fig. 6. In the figure, the node (4, 0) presents the symbol for a
subspace that stands for the fourth resolution and the 0th
subspace. For this case, each node presents the frequency

bandwidth 64 Hz which means that a node (4, 0) presents the
signal character of the bandwidth between 0 and 64 Hz.

Since different types of wavelet functions have different
time–frequency structures, a function with a time–frequency
structure matching superlatively that of the transient compo-
nent must be used to effectively detect the transient compo-
nent. In general, the smooth wavelets are better for regular,
stationary, periodic data and the compact wavelets are better
for non-stationary, transient data [32]. As a result, Daubechies
4 wavelet function has been chosen for this case after several
trials as it is often chosen arbitrarily for signal analysis and
synthesis by experiments in many papers in the field (e.g.,
[33]) and there is no computational logic behind the selection
of Daubechies order.

It is observed that the scaling function has a low-pass
form, whereas the wavelet function has a high-pass form.
Thus, the wavelet function is essentially responsible for
extracting the detail (high-frequency components) of the
original signal.

For each processed signal, wavelet packet was applied up
to the fourth level, thus giving 16 signal coefficients. The
wavelet packet coefficients and their corresponding standard
deviations for one signal are shown in Fig. 7. In the end, the
SDWPC of the processed signals is selected as feature

Level 1

Level 2

Level 3

Level 4

Fig. 6 Structure of wavelet
packet transform (four levels)

Wavelet Packet Coefficients

Standard Deviation

Wavelet Packet
Decomposition

Node 1 Node 2 Node 3 Node 4 Node 5 Node 6 Node 7 Node 8

1.575 5.452 0.631 1.924 0.443 0.395 0.302 0.15

Node 9 Node 10 Node 11 Node 12 Node 13 Node 14 Node 15 Node 16

0.024 0.032 0.055 0.034 0.316 0.194 0.063 0.071

Fig. 7 Wavelet packet
coefficients (WPC) and their
relevant standard deviation
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vector which is used to train ANN after PCA analysis. The
decomposition using wavelet packet method for signals of
degradation 0.7 is shown in Fig. 8.

5 Principal component analysis

The concept of PCA was invented in 1901 by Karl Pearson
[34]. It is a mathematical procedure that uses an orthogonal
transform to convert a set of observations of possibly cor-
related variables into a set of values of uncorrelated varia-
bles called principal components. This transform is defined
in such a way that the first principal component has as high
a variance as possible, which means accounting for as much
of the variability in the data as possible, and each succeed-
ing component in turn has the highest variance possible
under the constraint that it be uncorrelated with the preced-
ing components. It can reduce data dimension and eliminate
multi-collinearity. Currently, PCA is mostly used to reduce
the dimension while maintaining the main information in
data mining analysis and making models. This part will
introduce PCA briefly.

PCA computes a new set of uncorrelated multivariate
(vector) samples by a transform of coordinate rotation from

original correlated multivariate samples. In our case, a ma-
trix composed by n rows which means n samples are col-
lected and m (m=16) columns which represent the number
of features are expressed as below:

X ¼
x11 . . . x1m
..
. . .

. ..
.

xn1 � � � xnm

2
64

3
75 ð2Þ

PCA can obtain a new set of vector according to the
following steps:

1. Calculate the correlation coefficient matrix
The correlation coefficient matrix is calculated

according to the following equation:

R ¼ Cor i; jð Þ

¼ n� 1ð Þ � Cov i; jð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
k¼1

xiðkÞ � μið Þ2 Pn
k¼1

xjðkÞ � μj

� �2
s

¼ rij
� �

m�n ð3Þ
where n is the number of samples. The dimension of the
correlation matrix R is m×n. Cov(i, j) means the
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Fig. 8 Wavelet packet decomposition of condition 0.7

Table 1 Variance for each component

Component no. 1 2 3 4 5 7 7 8 9 10 …

Variance 5625.841 0.681 0.424 0.133 0.053 0.005 0.002 0.002 0.001 0 …
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covariance which matrix is m×n and can be expressed
as:

Cov i; jð Þ ¼ 1
n�1ð Þ xi � μið Þ xj � μj

� �
i; j ¼ 1; 2; . . . ;m

ð4Þ

where μi and μj are the averages of the ith and jth rows
of matrix X, respectively.

2. Calculate the eigenvectors and eigenvalues of the
matrix R

The m eigenvalues λi which have the constraint
as λ1 � λ2 � � � � � λm and their responding eigen-
vectors Vi are calculated from correlation matrix. λi
and Vi satisfy the following equation:

AVi ¼ λi � Vi i ¼ 1; 2; � � � ;m ð5Þ

where A is a m×n covariance matrix or correlation
matrix and the vector Vi can be expressed as
Vi ¼ V1i;V2i; � � � ;Vmi½ �.

3. Generates the new samples
A new set of uncorrelated multivariate (vector) sam-

ples are computed according to the following equation:

Xnew ¼ VT � X ð6Þ
where Xnew is the new uncorrelated multivariate (vector)
samples, and X is the original correlated multivariate
(vector) samples. Both of them are n×m matrices whose
row vectors represent a single channel sample. V is
eigenvectors matrix which is also called the weight
matrix. Each column of V is one principle component.
Xnew is the principal component scores. Each row of
Xnew is the scores for one principal component. Each λi
is variance of the scores for one principal component.
Most of time, only first several components in Xnew are
selected as principal components according to the vari-
ance threshold.

In our experiment, 200 samples for each condition were
collected as training data and were analyzed by PCA. There
are 48 variables in each sample from part 3. Now, the
original sample matrix’s dimension is 800×48. Then, these
data are analyzed by PCA. The variance for each component
is shown in Table 1 (only the first ten values are shown) and
the first four principal components were displayed in Fig. 9.
If the value of threshold is set to ε=1, only the first principal
component was selected as feature to train ANN. If the
value of threshold is set to ε=0.5, only the first two principal
components were selected as features to train ANN.

6 BP neural network

BP neural network which is the most widely used neural
network model currently was proposed by Rumelhart and
McCelland in 1986 [35]. It is a multilayer feed-forward
network usually containing the input layer, hidden layer,
and output layer (Fig. 10), which trained by an error back
propagation algorithm. The biggest advantage of ANNs
trained by back propagation is that there is no need to know
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the exact form of analytical function on which model should
be built. So it is not necessary have neither the function type
not even the number and position of the parameters in the
model function. Moreover, BP network can learn and store a
lot of input–output model mapping without mathematical
equations which describing this mapping. The learning
method of BP is the steepest descent method which is
adjusting the weights and thresholds of the network to
minimize the sum of squared errors. The general procedure
of BP network training can be summarized as follows [27]:

1. Initialize the weights to small random vales (−1, 1);
2. Select a training vector pair (input and the corresponding

desired output) from the training set and present the input
vector to the inputs layer of the ANN;

3. Calculate the actual outputs (forward phase);
4. Adjust the weights ωji to reduce the difference according

to the error between actual output and target (backward
phase);

5. Return to step 2 and repeat for each pattern p until the
total error has reached an acceptable level;

6. Stop.

Figure 10 shows a BP network structure with a single

hidden layer. x! and t! are input and target of training data,
respectively. νji and ωkj are weights between input and
hidden layer, and between output and hidden layer, respec-
tively. yi and zk are outputs of hidden and actual output of
output layer. The objective of ANN training is to obtain all
the suitable weights to meet the input and the target of
training data. After the training of BP network, for each
set of test data or query data, there is a set of output
calculated by the final updated weights. For a specific
application in fault diagnosis and prognosis, after training
by features extracted from processed historic data, the BP
network can classify the fault and predict the states of the
monitored components or machine units. In this case, the
input features are new vectors (features) from PCA of
SDWPC while the output means the degradation level for
each equipment or component.

7 Case study

A framework called Intelligent Blower Fault Diagnosis and
Prognosis System is developed in Knowledge Discovery
Laboratory to show how to apply the proposed methods in
real system. This framework is a part of SFI-Norman project
called condition-based maintenance in order to achieve
near-zero breakdown manufacturing and further to reach
zero defect manufacturing. In this part, some experiments
are done to certify the correctness, robustness, and precision
of proposed methods and comparison of the different result
among using different inputs.

The hardware of the framework is in the same as in Fig. 1
and monitored component is the same as in Fig. 2. Figure 11
shows the real time condition of the blower. The raw signals
that are collected from sensors in real time are displayed on the
top right of the interface. The number of training data can be
adjusted by the user. After training, the conditions of the
monitored components are calculated by ANN. The results
can be displayed graphically as the figure on the left. The area
inside the blue circle represent safe condition, the area be-
tween blue circle and yellow circle represent warning condi-
tion, while the area between yellow circle and red circle
represent failure condition. The points located in radial line
represent the conditions of the specific components.

In this case study, four conditions are defined for the
monitored component which are 0, 0.3, 0.7, and 1. They
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Fig. 11 Interface of system
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represent from perfect performance (condition 0) to com-
pletely failure (condition 1) discretely. For each condition,
200 training signals are collected and processed. The new
feature vectors are generated using PCA from SDWPC.
These new features are put into ANN for training. Finally,
test signals are collected and processed like the training data.
In this experiment, for each condition, 20 samples are col-
lected which were used to test trained ANN for verification.

For each testing data, the output of ANN and the nominal
values which can be called “error from nominal value”
(average value of testing data for each condition) are com-
pared. The values of these errors are shown in Figs. 12, 13,
14, and 15. There are two curve lines for each figure. One
represents only using the features of SDWPC as inputs of
ANN. The other represents using the new features generated
by PCA from the features of SDWPC as inputs of ANN.

All these four figures show the differences between the
predicted values and nominal values of the four different
conditions using the features of SDWPC and new features
generated by PCA from SDWPC. Figure 12 shows the result
of condition 0. The error is much smaller of the result using
the new features generated by PCA from SDWPC compared
to using the features of SDWPC as inputs of ANN.
Figure 13 and Fig. 15 show the results of condition 0.3
and condition 1, respectively. When the number of training
sets is very small, the results using new features generated
by PCA from SDWPC are much better than using features
of SDWPC in these two figures. However, with the number
of the training data increasing, the results of using both

features are almost the same in these two figures and both
of them are correct and precise. Figure 14 shows the result
of condition 0.7. In this figure, in both kinds of features, the
performance is very effective and corrective whatever the
number of training data is, but the result of using the new
features generated by PCA from SDWPC is much better
than using features of SDWPC. As what we can see from
Fig. 13 to Fig. 14, when the condition is neither perfect nor
completely failure, the result of using SDWPC is not be-
lievable if the number of training data is very small because
the “error from nominal value” is large. But it is still believ-
able of using new features generated by PCA from SDWPC
to training and testing ANN in these conditions. We can see
from the four pictures that the precision is better using new
features generated by PCA from SDWPC than using fea-
tures of SDWPC in any condition and in any number of
training data.

8 Conclusions and discussions

In this paper, a new method integrating wavelet transform,
principal component analysis, and BP ANN for fault diag-
nosis and prognosis was proposed. To verify the correctness
and effectiveness of this method, a framework called
Intelligent Blower Fault Diagnosis and Prognosis System
was established as a case study. This method demonstrated
high effectiveness in prognosing machine faults. It can
predict the degradation and condition of the monitored
components. PCA was applied in this method to reduce the
input dimension (number of variables) of ANN without
omitting the useful information. ANN model may become
over specified, i.e., more input variables than is strictly
necessary, due to including superfluous variables which
are uninformative, weakly informative, or redundant [36].
In this case, the total volume of the modeling problem
domain increases exponentially with the linearly increasing
of variable dimensionality which is called curse of dimen-
sionality [37]. This will cause many problems such as:
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computational burden increasing which is a significant in-
fluence in determining speed of training and training diffi-
culty due to inclusion of redundant and irrelevant input
variables. By reducing the dimensionality of variables,
PCA can solve these problems and improve the effective-
ness of ANN training. Therefore, the proposed method
provides a faster, more effective, and more precise solution
for fault diagnosis and prognosis.

In this paper, the minimum bandwidth 0∼64 Hz is chosen
in WPD because the fundamental frequency of the vibration
signal is 47.5 Hz. In a real system, the minimum bandwidth
of WPD (which means how many levels should be decom-
posed) should be selected according to the real fundamental
frequency. In the case study of this paper, there is only one
type fault (unbalance) simulated. In the future, multi-fault
diagnosis and prognosis should be a research topic. The
proposed methods can be applied to decide many other
faults such as wear, crack, and fatigue of bearings and
gearbox which faults can be reflected by vibration signals.
To apply this method, the fundamental frequency has to be
known firstly and thereafter the sample rate of vibration
signals, the level of wavelet decomposition, and the struc-
ture of BP network can be determined properly. The degra-
dation information could be very useful for maintenance
decision making, and thus, how to apply this degradation
information in maintenance decision making should be a
research issue as well in the future.
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