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Abstract Reverse logistics is becoming more important in
overall industry area because of the environmental and
business factors. Planning and implementing a suitable
reverse logistics network could bring more profit, customer
satisfaction, and a nice social picture for companies. But,
most of logistics networks are not equipped to handle the
return products in reverse channels. This paper proposes a
mixed integer linear programming model to minimize the
transportation and fixed opening costs in a multistage
reverse logistics network. Since such network design
problems belong to the class of NP-hard problems, we
apply a simulated annealing (SA) algorithm with special
neighborhood search mechanisms to find the near optimal
solution. We also compare the associated numerical results
through exact solutions in a set of problems to present the
high-quality performance of the applied SA algorithm.

Keywords Reverse logistics . Logistics network design .

Supply chain network . Simulated annealing . Priority-based
encoding

1 Introduction

Logistics network design is one of the most important
strategic decisions in supply chain management. In general,
network design decisions include determining the numbers,
locations, and capacities of facilities and the quantity of the
flow between them.

Since opening and closing a facility is very expensive
and time-consuming, making changes in facility location
decisions is impossible in a short time. Investment on

strategic level decisions such as logistics network design
has a higher return in comparison with the tactical and
operational levels. Since strategic decisions are determined
before other tactical and operational decisions, the config-
uration of logistics network will become a constraint for
tactical- and operational-level decisions [19].

In the last decade, many companies such as Dell,
General Motors, Kodak, and Xerox focused on remanufac-
turing and recovery activities and have achieved significant
successes in this area [23].

Meade et al. [18] divide driving forces leading to
increased interest and investment in reverse logistics into
two groups: environmental and business factors. The first
one includes the environmental impact of the used products,
environmental legislation, and growing environmental con-
sciousness of the customers. Business factors are related to
economic benefits of using return products and liberal return
policies for gaining customer satisfaction.

In fact, companies could gain the economic benefits of
using remanufactured products in production process
directly, and they could also gain more profit indirectly
through liberal return policies and repair services that ends
in customer satisfaction.

In some cases, recovery activities on return products
create an opportunity for consumers to buy and use a
product that meets the original product standards at a lower
price than a new one [9].

Reverse logistics network design includes determining
numbers, locations, and capacities of collection, recovery,
and disposal centers, buffer inventories in each site, and the
quantity of flow between them. Reverse logistics networks
have special characteristics differentiating them from
forward logistics networks.

One of these characteristics is the important role of
collection/inspection centers. Since return products have
different qualities, they have different potentials for
recovery activities, too. After testing in collection/inspec-
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tion centers, return products are divided into recoverable
and scrapped products to prevent excessive transportation
and to ship the return products directly to proper facilities
[6]. Thereupon, the number and location of these facilities
have a fundamental impact on transportation costs.

In many cases, logistics networks are designed for
forward logistics activities without considering the reverse
flow of return products, and most of them are not equipped
to handle the return products in reverse channels [9]. This
may be derived from the lack of knowledge about benefits
of reverse logistics.

In this paper, authors consider a multistage reverse
logistics network with collection/inspection, recovery, and
disposal facilities. A mixed integer linear programming
(MILP) model is developed to minimize the total costs, and
an efficient simulated annealing (SA) algorithm is also
applied to solve the model. An effective mathematical model
that could support recovery and disposal processes, adapting
priority-based encoding method to the applied SA algorithm,
and finally, a dynamic neighborhood search strategy that
enhances the performance of the applied algorithm are the
main contributions of this paper. The remainder of this paper
is organized as follows. In Section 2, we provide a review on
related literature. The problem definition and mathematical
model of reverse logistics network is presented in Section 3,
and the applied simulated annealing algorithm is described in
Section 4. Computational results are reported in Section 5,
and finally, a summary of the paper and some possible future
works are given in Section 6.

2 Literature review

Most of the literature about logistics network design
considers various facility location models based on the
MILP. These models include a range of models from
simple uncapacitated facility location models to more
complex models such as capacitated multistage or multi-
commodity models. Also, powerful algorithms have been
developed based on the combinatorial optimization for
solving these models. Following them, we will review the
literature of some models proposed for reverse logistics
network design.

Jayaraman et al. [9] developed a MILP model for reverse
logistics network design under a pull system based on
customers' demands for recovered products. The objective
of the proposed model is to minimize the total costs.

Krikke et al. [12] designed a MILP model for a two-
stage reverse logistics network of a copier manufacturer. In
this model, the processing costs of returned products and
inventory costs are considered in the objective function.

Based on the reverse logistics literature, the uncertainty of
the quantity and quality of the returned products is an

important factor in the design of the reverse logistics network.
Accordingly, Listes and Dekker [16] propose a stochastic
mixed integer programming model in a sand recycling
network to maximize the total profit. They developed their
model for different situations regarding several scenarios.

Aras et al. [1] develop a nonlinear model for determining
the locations of collection centers in a simple reverse
logistics network. The important point regarding their
article is the capability of the presented model in determin-
ing the optimal buying price of used products with the
objective of maximizing the total profit. They developed a
heuristic approach based on tabu search to solve the model.

Üster et al. [23] designed a semi-integrated network in
which the direct logistics network exists and only collection
and recovery centers must be located. The model optimizes
the direct and reverse flows simultaneously. An exact method
is developed based on the Benders decomposition technique.

Lu and Bostel [17] considered a two-level location
problem with three types of facilities to be located in a special
reverse logistics system called a remanufacturing network.
They propose a 0–1 mixed integer-programming model that
considers the forward and reverse flows and their interactions
at the same time. They also developed an algorithm based on
the Lagrangian heuristics to solve the proposed model.

Wojanowski et al. [24] studied the interplay between the
industrial firms and government concerning the collection
of used products from households. They presented a
continuous modeling framework for designing a dropoff
facility network and determining the sales price to
maximize the firm's profit under a specific deposit–refund.

For designing a closed-loop logistics network for third-
party logistics providers, Du and Evans [5] proposed an
advanced bi-objective MILP model. The objectives of the
model include the minimization of the tardiness and the
total costs. In order to solve the model, a hybrid-scatter-
search method is developed.

Many research directions still require intensive research
in the area of reverse logistics network design. The
literature of uncertainty in reverse logistics is still scarce.
Moreover, since network design problems belong to the
class of NP-hard problems, developing efficient solution
methods is still a critical need in this area.

3 Problem definition and mathematical modeling

The reverse logistics network discussed in this paper is a
multistage logistics network including customers, collec-
tion/inspection, recovery, and disposal centers with limited
capacities. As shown in Fig. 1, returned products are
collected from customer zones into collection/inspection
centers and after quality inspection; they are divided into
recoverable products and scrapped products. The recover-
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able products are carried to the recovery centers and
scrapped products are sent to the disposal centers. Disposals
may include any form of recovery that is outsourced to a
third party, e.g., recycling. As mentioned before, through
this strategy, returned products' excessive transportation is
prevented and could be shipped directly to the proper
facilities. The studied reverse logistics network, illustrated
in Fig. 1, has a convergent structure from customers to
recovery centers with a push system.

To specify the study scope, three assumptions and
simplifications in the proposed model formulation are
postulated as follows:

– All of the returned products from customers must be
collected;

– Customer locations are fixed and predefined;
– Numbers, locations, and capacities of recovery and

disposal centers are known in advance.

The objective of this reverse logistics network design is
to choose the location and to determine the number of
collection/inspection centers which represents the degree of
centralization of the network and to determine the quantity
of flow between the network facilities.

The following notations are used in the formulation of
the proposed model.

Sets

I Set of the candidate points for collection/inspection
centers, ∀i ∈ I.

J Fixed set of points for recovery centers, ∀j ∈ J.
K Fixed set of points for disposal centers, ∀k ∈ K.
L Fixed set of points for customer centers, ∀l ∈ L.

Parameters

d Average fraction of disposed products (percent).
rl Amount of returned products from customer center l.
fi Fixed cost to set up collection/inspection center i.
cfli Transportation cost for a unit of returned product from

customer center l to collection/inspection
center i.

csij Transportation cost for a unit of recoverable product
from collection/inspection center i to recovery center j.

ctik Transportation cost for a unit of scrapped product
from collection/inspection center i to disposal center k.

cafi Capacity of the collection/inspection center i.
casj Capacity of the recovery center j.
catk Capacity of the disposal center k.

Variables

Xli Amount of returned products transferred from
customer center l to collection/inspection center i.

Zij Amount of recoverable products transferred from
collection/inspection center i to recovery center j.

Wik Amount of scrapped products transferred from
collection/inspection center i to disposal center k.

Yi ¼ 1 if a collection=inspection center is open at location i;

0 otherwise

(

In terms of the above notations, the reverse logistics
network design problem can be formulated as follows:

Min
X
i2I

fiYi þ
X
l2L

X
i2I

cf liXli þ
X
i2I

X
j2J

csijZij þ
X
i2I

X
k2K

ctikWik

" #

ð1ÞX
i2I

Xli ¼ rl 8l 2 L ð2Þ

X
j2J

Zij ¼ 1� dð Þ
X
l2L

Xli 8i 2 I ð3Þ

X
k2K

Wik ¼ d
X
l2L

Xli 8i 2 I ð4Þ

X
l2L

Xli � Yicaf i 8i 2 I ð5Þ

X
i2I

Zij � casj 8j 2 J ð6Þ

X
i2I

Wik � catk 8k 2 K ð7Þ

Yi 2 0; 1f g 8i 2 I ð8Þ

Xli; Zij;Wik � 0 8i 2 I ; j 2 J ; k 2 K; l 2 L ð9Þ
In this model, the objective is to minimize the total costs

including the fixed opening costs of collection/inspection
centers and transportation costs between the facilities.

Collection/Inspection
centers

 Returns flow

 Customer zones

 Disposal centers

Recovery centers

Fig. 1 Structure of a reverse logistics network
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Constraint (2) ensures that all of the returned products
are collected from each customer. Constraints (3) and (4)
assure the flow balance at collection/inspection centers.
Constraint (5) prohibits the units of returned products from
being transferred to collection/inspection centers unless the
centers are built up and also ensures that they do not exceed
the collection/inspection centers' capacities. Constraints (6)
and (7) make sure that the returned products shipped to the
recovery and disposal facilities do not exceed their
capacities. Finally, Constraints (8) and (9) enforce the
binary and non-negativity restrictions on corresponding
decision variables.

The resulting model is a MILP with (LI+IJ+IK) continu-
ous variables and (I) binary variables. The number of
constraints is (L+J+K+3I), excluding constraints (8) and (9).

The NP-hardness of the logistics network design
problem is proved in many researches (e.g., [11]). Precisely,
the model considered in this paper consists of two
problems, capacitated facility location problem and flow
optimization; therefore, the model is reducible to capacitat-
ed facility location problem. Since the capacitated facility
location problem is NP-complete [4], the reverse logistics
network design problem discussed in this paper is NP-Hard.

Solving this problem in a large size by exact algorithms
is very time-consuming; therefore, many heuristics and
meta-heuristics have been developed to get near optimal

solutions for these kinds of problems. Here, a SA algorithm
based on priority-based encoding is applied, which is
described in next section.

4 The simulated annealing algorithm

SA [3,13] is among the most popular iterative methods that
have been applied widely to solve many combinatorial
optimization problems [14,15]. This method is a random
local search technique based on the principles of physics.
The search starts from an initial feasible solution. Each
solution has a specific cost value. A small change in one or
a combination of some variables can generate a neighboring
solution with a different cost value. In simulated annealing,
the neighboring solution is generated randomly. If the cost
value of the candidate solution is lower than that of the
current solution, a move to the candidate solution is made.
However, if the candidate does not improve the current
solution, there is still a chance of transition according to a
special probability function based on the “Boltzmann”
distribution.

Detailed discussions of simulated annealing can be
found in Aarts and Lenstra [2] or in Pirlot [22].

To the best of our knowledge, except Jayaraman and
Ross [10], there is no use of SA in the logistics network

Table 1 Trace table of encoding procedure

Iteration v(k+j) a b K J gkj

0 (2 5 3 | 7 4 1 6) (550, 300, 450) (300, 350, 300, 350) 1 1 300

1 (2 5 3 | 0 4 1 6) (250, 300, 450) (0, 350, 300, 350) 4 3 350

2 (2 5 3 | 0 4 1 0) (250, 300, 100) (0, 350, 300, 0) 2 2 300

3 (2 0 3 | 0 4 1 0) (250, 0, 100) (0, 50, 300, 0) 2 3 50

4 (2 0 3 | 0 0 1 0) (250, 0, 50) (0, 0, 300, 0) 3 3 50

5 (2 0 0 | 0 0 1 0) (250, 0, 0) (0, 0, 250, 0) 3 1 250

6 (0 0 0 | 0 0 0 0) (0, 0, 0) (0, 0, 0, 0)

Adopted from [8]

50 
50 

350 

300 

250 

300 

300 

450 

550 

350 

Source
Depot

1 

2 

3 

1 

2 

3 

4

300 

350 
300 

Depots Sources 

4 3 2 1 3 2 1 node 

6 1 4 7 3 5 2 v(k+j) priority 

 
 
 

4 3 2 1 
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13 19 16 15 3

Fig. 2 Sample of transportation
tree and related encoding
(adopted from [8])
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design problem. However, Jayaraman and Ross [10]
studied direct logistics network design, and there is no
research that uses SA for solving reverse logistics network
design problem. Authors' motivation to use SA instead of
other methods is its simplicity and its high speed in
achieving the near optimal solutions.

Laha and Chakraborty [14] presented three probabilistic
hybrid heuristics for solving flow shop scheduling problem.
Their proposed heuristics combine elements from both
constructive heuristic search and simulated annealing as a
stochastic improvement technique. One year later, Laha and
Chakraborty [15] considered the same problem and devel-
oped another hybrid heuristic based on simulated annealing.
In comparison with the above two papers, our algorithm
combines simulated annealing with priority-based encoding
method and special neighborhood search mechanisms for the
problem of reverse logistic network design. In this section,
different parts of the applied algorithm are introduced, and
the relation between them is explained.

4.1 Encoding and decoding of solutions using priority-
based method

Different methods have been developed to encode trees;
one of them is matrix-encoding method, which is developed
by Michalewicz et al. [20]. In this method, the solution is
presented through a |K|.|J| matrix in which |K| implies the
number of sources, and |J| shows the number of depots.

Despite its simple representation of solution, the imple-
mentation of this method requires developing special
operators and using huge memory space.

Gen and Cheng [7] developed spanning tree method that
uses a special algorithm based on the PrÜfer number. In this
method, solutions are represented through a |K|+ |J|−2
length array. This method may result in infeasible solutions;
to prevent this, repair mechanisms have been developed.
However, Gen and Cheng [7] presented a priority-based
encoding algorithm as an alternative that does not need any
excessive repair mechanism. They used this method for
chromosome representation in a genetic algorithm.

In this method, solutions are encoded as arrays of
size |K|+ |J|, and the position of each cell represents the
sources and depots and the value in cells represent the
priorities (Fig. 2). To decode a solution, after priority
assignment, the algorithm starts from highest priority. In
each iteration, the node (depot or source) with the highest
priority is selected and then connected to a depot or source
with the minimum transportation cost. After that, the
minimum of demand and capacity of the selected depot
and source is determined as the amount of shipment
between the selected nodes. This process is repeated until
all demands of depots are satisfied. For more information
about the decoding algorithm proposed by Gen et al. [8],
we refer the readers to Appendix 1.

For example, in the network shown in Fig. 2, in the first
step, depot 1 with the maximum priority (equal to 7) is
selected. Then, according to the cost matrix, source 1 is

Third segmentSecond segmentFirst segment 

21212121214321node

341242133651 42v(l) priority 

101

21212121214321

32144213364152

Fig. 5 An illustration of 2-opt neighborhood search

Low 
Temperature 

High 
Temperature 

Optimal area

High 
Diversification 

High 
Intensification 

3-opt  
strategy 

2-opt  
strategy 

2f-opt  
strategy 

Fig. 6 The logic of using different neighborhood search methods

Third segment Second segment First segment 

2 1 2 1 2 1 2 1 2 1 4 3 2 1 node 

3 4 1 2 4 2 1 3 3 6 5 1 4 2 v(l) priority 

Third segment

Second segment First segment

Fig. 3 An illustration of the reverse logistics problem and its encoded
solution

Fig. 4 Multistage decoding algorithm for reverse logistics network
design problem encoded solution

Int J Adv Manuf Technol (2010) 47:269–281 273



selected because it has the lowest related cost to depot 1.
After that, the amount of transportations between them is
calculated as min{550,300}, and then the demand and the
capacity related to the selected nodes are updated. The trace
table of the above sample is given in Table 1.

To apply the above method to the discussed problem, we
should divide the solution vector to three segments, in
which first segment is devoted to the customers and
collection/inspection centers, second one is devoted to the
collection/inspection and recovery centers, and finally, the

third segment is for collection/inspection and disposal
centers (Fig. 3).

Decoding of the second and the third segments of the
solution vector are impossible until the first segment is
decoded because the number and location of collection/
inspection centers and the amount of returned products
shipped to each one should be known for decoding the
next stages. The decoding algorithm for the multistage
reverse logistics network design solution is shown in
Fig. 4.

According to the above explanations, the SA algorithm is outlined as follows: 

Step 1: Initial temperature=100, Frozen state=0, Cooling rate=cr, k=7  

Step 2: Generate P= (I+J+K+L) random solutions 

Step 3: Decode random solutions using multi-stage decoding algorithm 

            f*(X) = min (f (Xp)), X*=X ; Select the best solution as the initial solution  

Step 4: Temperature=Initial temperature 

              While Temperature>Frozen state do 

From i=1 to 1+ P/(2*Temperature) 

          Ti=Temperature 

          if Temperature>70 

   Create a new solution using 3-opt neighborhood search algorithm (Xnew) 

Decode Xnew using multi-stage decoding algorithm 

    if f*(X) – f (Xnew) ≥ 0 then f*(X) = f (Xnew), X*=Xnew 

    else if exp (f*(X) – f (Xnew)/kTi)>Random [0 1] then f*(X) = f (Xnew), X*=Xnew

else if  5<Temperature≤ 70  

   Create a new solution using 2-opt neighborhood search algorithm (Xnew) 

    Decode Xnew using multi-stage decoding algorithm 

   if f*(X) – f (Xnew) ≥ 0 then f*(X) = f (Xnew), X*=Xnew 

   else if exp (f*(X) – f (Xnew)/kTi)>Random [0 1] then f*(X) = f (Xnew), X*=Xnew

               else  

   Create a new solution using 2f-opt neighborhood search algorithm (Xnew) 

   Decode Xnew using multi-stage decoding algorithm 

  if f*(X) – f (Xnew)  ≥0 then f*(X) = f (Xnew), X*=Xnew 

  else if exp (f*(X) – f (Xnew)/kTi)>Random [0 1] then f*(X) = f (Xnew), X*=Xnew

 Temperature=Temprature-cr 

Step 5: Return the final solution 

Fig. 7 The pseudo code of the SA algorithm
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Another important issue is that there is not a one-to-one
relationship between each encoding and corresponding
decoded solution in general; rather, different encodings
may result in the same solution when decoded.

4.2 Definition of the neighborhood searches

In the SA algorithm, three neighborhood search methods are
used, with process consisting of two stages. In the first stage,
each segment of the solution vector is randomly selected with
equal chance through a binary mask. Then, at the second stage
in each selected segment, the value (priority) in some cells will
be exchanged with each other (Fig. 5). But, we use three
kinds of neighborhood searches by making changes in the
stages of the method. In the first one (3-opt), three cells in
each segment are exchanged with each other; in the second
method (2-opt), two cells in each segment are exchanged
with each other. Finally, in the third one (2f-opt), like the 2-
opt method, two cells are exchanged in the second stage, but
in the first stage, only selecting one or two segments is
possible and selecting three segments is prohibited. Howev-
er, in the 3-opt and 2-opt methods, selecting one, two, or
three segments in the first stage are possible.

In the applied SA algorithm at high temperatures, we use
3-opt neighborhood searches to achieve more diversifica-
tion and to take bigger steps towards better solutions. At
low temperatures, we use 2f-opt neighborhood search to
achieve more intensification and to search more carefully
around the obtained solution. Finally, in the moderate
temperatures, 2-opt neighborhood search is used. The logic
of using different kinds of neighborhood searches in the SA
algorithm, described above, is illustrated in Fig. 6.

4.3 SA algorithm

According to the above explanations, the SA algorithm is
outlined as follows:

With the aid of test problems, the parameters of the SA
algorithm are tuned by changing their values and compar-
ing the results. As is indicated in the above algorithm, the
number of inner loop iterations is increased dynamically

with the rate of (P/2*temperature) to gain more intensifi-
cation and better solutions in lower temperatures.

In addition, 3-opt neighborhood search is used in
temperatures between 70 and 100 in order to increase the
speed of approaching to desirable solutions. 2-opt neigh-
borhood search is applied in temperatures between 5 and
70, and finally 2f-opt neighborhood search is used in
temperatures less than 5. The other parameters of the SA
algorithm are shown in Fig. 7.

5 Computational results

Various test problems, with different sizes, are presented in
the field of reverse logistics network design. The sizes of

Table 2 Size of some test problems in literature

References No. of (initial\fixed)
collection/inspection centers

No. of (initial\fixed)
recovery centers

No. of (initial\fixed)
disposal centers

No. of
customer zones

Min et al. [21] 10 1 – 30

Jayaraman et al. [9] 5 10 – 10

Üster et al. [23] 35 10 – 120

Du and Evans [5] 80 20 – –

Aras et al. [1] 4 – – 200

Table 3 Test problems' sizes

Problem
no.

No. of initial
collection\inspection
centers

No. of
recovery
centers

No. of
disposal
centers

No. of
customer
zones

Small sizes

1 5 2 2 5

2 10 2 2 5

3 10 2 4 8

4 14 3 5 10

Medium sizes

5 20 3 5 15

6 25 3 5 20

7 30 4 6 25

8 35 4 6 30

9 55 4 6 45

Large sizes

10 80 4 6 60

11 100 4 6 80

12 120 4 6 100

13 150 5 7 120

14 180 5 7 150

15 220 5 7 200
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the test problems considered in some studies are listed in
Table 2. Since the logistics network discussed in this paper
is not exactly the same as those presented in Table 2,
therefore, 15 test problems with different sizes are
randomly generated to evaluate the performance of the SA
algorithm. But, as is illustrated in Tables 2 and 3, the
generated large-sized test problems are in the range of the
largest existing test problems. The first four test problems
are grouped as small-sized, the test problems 5–9 are
defined as medium-sized, and the rest are large-sized
problems. In Table 3, these test problems and their related
number of initial points and fixed points of logistics centers
(collection/inspection, recovery, disposal centers, and cus-
tomer zones) are listed.

The SA is coded in MATLAB 7.0, and LINGO 8.0
software is used to compare the results. All the test
problems are solved on Pentium core 2 duo 2.50–
2.50 GHz computer with 2 GB RAM. LINGO solves the
problems with branch-and-bound algorithm and guaranteed
to find the global optimal solution.

To compare the optimal solutions obtained by LINGO with
the results of the SA algorithm, a quality criterion, the gap of
solution, is defined according to the following equation:

% gap ¼ SAanswer�LINGOanswerð Þ
LINGOanswer

� 100

To evaluate the performance of the SA algorithm under
different cooling rates, each of the test problems is
considered with five different cooling rates (0.03, 0.05,
0.07, 0.1, and 0.15). For each combination of test problems
and cooling rates, the SA is run for 10 times. In Table 4,
maximum, minimum, and the average of CPU time, the
optimal solution, and also the standard deviation of the
solutions are presented.

As the computation times show (see Table 4), LINGO
takes about 9 and 5 h to find the optimal solution for the test
problems 10 and 11, and for problems 12–15, the optimal
solution could not be found in 12 h. Thus, the results of the
SA algorithm are compared with the lower bound obtained
by LINGO in 12 h.

As the results show, the solution gaps vary from 0.58%
to 5.03% for cooling rate 0.03, and for cooling rate 0.05,
they are from 0.83% to 5.57%. Also, for other cooling
rates, the maximum gap for the largest test problem is less
than 10%. The comparison between cooling rates indicates
that the two cooling rates 0.05 and 0.03 have an acceptable
performance with respect to the solution gap criterion. The
performance of the SA algorithm under different cooling
rates is illustrated in Figs. 8 and 9, with respect to the
solution gap and CPU time.

Since the CPU times for the SA algorithm are signifi-
cantly lower than the LINGO computation times, using the
SA algorithm with cooling rates 0.03 and 0.05 is quiteT
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acceptable in the case of medium- and large-sized prob-
lems. Also, the standard deviation (SD) increases with
respect to the size of the test problems. To assess the
performance of the SA algorithm with respect to the SD in
a more desirable way, we use another measure by dividing
the SD by the average of the objective function values. The
ratio of the standard deviations per averages of the
objective values is less than 0.02 in all of the test problems;
thus, it seems that the SA algorithm generates an acceptable
range of solutions for each test problem.

In order to evaluate the difference between cooling rates
precisely, some statistical test of significance are conducted.
To make a paired comparison, for each test problem, two
cooling rates are selected. In each test of significance, the
mean and standard deviation of the 10 differences are

calculated. Each test of significance examines the null
hypothesis that the population corresponding to the differ-
ence has mean zero, μ=0, against the alternative μ>0. It is
assumed that the significance level is α=0.05, and the
differences are normal random variables. The random
variable t ¼ X�m0

S=
ffiffiffiffi
N

p� � has a t distribution with N−1 degree of

freedom, where N, X , and S are, respectively, the number,
mean, and standard deviation of differences. The null
hypothesis rejected if the calculated value of t exceeds
ta, where ta is such that the area under the t distribution
with N−1 degree of freedom to its right is equal to
α=0.05.

Table 5 shows the calculated random variables t and the
results of statistical tests of significance. For example, the
entry for the test problem 12 and cooling rates 0.03 and 0.05
corresponds to N=10, μ0=0, X ¼ 1314:03, S=6,865.09,
and the sample t ¼ 1314:03� 0ð Þ� 6865:09

� ffiffiffiffiffi
10

p� � ¼ 0:61.
Since t < t0:05;9 ¼ 1:833, we conclude for this test problem
that the mean of objective functions for cooling rate 0.05 is
not statistically greater than cooling rate 0.03.

As seen from Table 5, SA solutions with cooling rate
0.03 are statistically significantly different from their 0.05
cooling rate counterparts in only six of the 15 test
problems, but the comparison between cooling rates 0.05
and 0.07 shows the statistical difference in 14 test
problems. Thus, SA algorithms with cooling rates 0.03
and 0.05, with respect to their acceptable CPU times and
gaps, are preferred to solve the problem.

Table 5 Comparison of different cooling rates with t test results

Test
problems

Alternative hypothesis

μ0.05–0.03>0 μ0.07–0.05>0 μ0.1–0.07>0 μ0.15–0.1>0

1 1.41 3.07a 3.16a 1.60

2 3.32a 6.04a 3.14a 0.46

3 1.61 2.89a 7.83a 1.82

4 1.67 5.20a 2.36a 2.09a

5 1.73 2.17a 1.03 0.34

6 1.70 2.71a 0.29 0.58

7 2.93a 3.66a 3.31a 1.09

8 2.24a 2.92a 2.56a 0.72

9 4.00a 2.74a 0.35 4.20a

10 0.46 3.92a 2.75a 1.28

11 0.76 2.06a 2.05a 0.67

12 0.61 0.98 1.46 0.75

13 1.82 3.21a 0.33 1.44

14 3.14a 1.41 0.68 3.46a

15 2.21a 2.31a 0.62 2.62a

a The alternative hypothesis is significant at the 0.05 level of
significance
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6 Conclusions

In this paper, an MILP model is developed for multistage
reverse logistics network design to minimize the total costs
including fixed opening costs and transportation costs. The
studied reverse logistics network includes customer zones,
collection/inspection, recovery, and disposal centers, with
limited capacities. The proposed model is able to find
locations and the number of collection/inspection centers
and also the quantity of transportation between facilities.

An SA algorithm with dynamic neighborhood search
mechanisms is used to find the near optimal solution of the
proposed model for large-sized problems. Also, some test
problems in small, medium, and large sizes are solved, whose
results are proven to be satisfactorily close to the exact
solutions obtained by LINGO 8.0 optimization software.

The followings are proposed for future researches:

& Besides minimizing the costs, other objective functions
such as “responsiveness” and “robustness” could be
considered in designing the reverse logistics networks;
therefore, the applied algorithm should be changed to
achieve the ability of solving multiobjective models.

& In this paper, we consider a single product network with
deterministic returned products; however, in many real
cases, we have a multiproduct network with uncertainty
in returns. Therefore, considering these assumptions can
be a subject for future researches.

& The applied neighborhood search methods and also the
priority-based encoding method can be used in other
meta-heuristic algorithms such as tabu search and
scatter search.

Appendix 1

Decoding algorithm proposed by Gen et al. [8] for priority-
based encoding.
Inputs: K: set of sources

J: set of depots
bj: demand on depot j
ak: capacity of source a
ckj: transportation cost of one unit of product from

source k to depot j
v(j + j): encoded solution

Output: gkj: amount of shipment between nodes
While v kj j þ jð Þ 6¼ 0 ; 8j 2 J
Step 1: gkj ¼ 0 8j 2 J ; k 2 K
Step 2: select a node based on l ¼ arg max vðtÞ; t 2 Kj jþf

Jj jg8j 2 J ; k 2 K
Step 3: if l ∈ k then a source is selected k*= l

j* ¼ arg min ckj
�

vj ðjÞ 6¼ 0; j 2 J Select a depot
with minimum cost

else j*= l a depot is selected
k* ¼ arg min ckj

�
vj ðjÞ 6¼ 0; k 2 K Select a source

with minimum cost
Step 4: gk*j*=min (ak*, bj*)

Update demands and capacities
ak*=ak*−gk*j* and bj*=bj*−gk*j*

Step 5: if ak*=0 then (k*)=0
if bj*=0 then v(j*)=0
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