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Abstract This paper extends the traditional job shop
scheduling problem (JSP) by incorporating the routing
and scheduling decisions of the material handling equip-
ment. It provides a generic definition and a mixed integer
linear programming model for the problem considering the
case of heterogeneous multiple-load material handling
equipment. A constructive heuristic is developed for
solving the problem. This heuristic is based on the well-
known Giffler and Thompson’s algorithm for the JSP with
modifications that account for the routing decisions of the
material handling equipment and their effect on the start
times of the manufacturing operations. Different dispatch-
ing rules are integrated into the heuristic, and experiments
are conducted to study their effect on the makespan along
with the determination of the computational time require-
ments of the developed heuristic.
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1 Introduction

The job shop scheduling problem (JSP) is a traditional
decision making problem that is encountered in low
volume–high variety manufacturing systems which are
known as job shops. Since it had been introduced in the
literature in the 1950s, a large number of solution
techniques have been proposed aiming to conquer this
NP-hard problem [1]. The traditional mathematical models
and solution techniques that are developed for the JSP
consider only the scheduling decisions for operations on
machines and neglect the material transportation tasks. This
is unjustified since the capacities of the material handling
equipment used in job shops are limited, and the transpor-
tation times of parts are dependent on their routings which
differ considerably. Therefore, as shown by Smith et al. [2],
the routing and scheduling decisions of material handling
equipment in job shops have significant impact on the
objectives of the scheduling of manufacturing operations.

According to the Material Handling Industry of America,
material handling in manufacturing systems refers to all
operations related to the movement, storage, control, and
protection of materials throughout the manufacturing
processes. In the literature, issues related to the proper
selection of material handling systems at the design stage
have been studied by many researchers [3–6]. At the
operational planning level, issues related to the routing and
scheduling of the material handling equipment (MHEs)
during the manufacturing process have been investigated
mostly for automated systems in which these decisions are
conducted via a central computer. Examples of the MHEs
used in automated manufacturing systems are robots,
automated guided vehicles (AGVs), and automated hoists.

Early studies of material handling tasks and their effect
on the scheduling decisions considered only a transporta-
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tion time lag for each job. A transportation time lag can be
viewed as the time needed to move a job between two
machines assuming that material handling equipment is
always ready and available. Examples of such an early
consideration are found in [7, 8]. They extend the well
know Johnson’s algorithm [9] for solving the two-machine
flow shop scheduling problem with transportation time lags
for jobs. In the flow shop environment where parts follow
the same processing sequence, Raman et al. [10] studied the
simultaneous scheduling of machines and AGVs. Their
model contains a restriction that AGVs always return to the
load or unload station after transferring a load, which
simplifies the scheduling decisions. They formulated the
problem as an integer program and presented a solution
algorithm based on project scheduling concepts under
resource constraints. Another study considered the case of
simultaneous scheduling of machines and a single robot in
a flow shop environment [11].

In the electronics industry, the electroplating process of
printed circuit boards represents another form of combined
scheduling of manufacturing operations and material
handling tasks in a flow-shop environment. In these
systems, there is an interface between the manufacturing
process, which is in this case the electroplating operations
conducted in tanks and the movement and control of
automated hoists which are the material handling equip-
ment used in these systems [12–17].

In this paper, the integrated problem of scheduling
manufacturing operations and material handling tasks in
job shops is addressed with the consideration of multiple-
load MHEs that are capable of transporting the materials of
more than one job simultaneously. This study is motivated
by real applications in flexible manufacturing systems
(FMSs) which utilize multiple-load AGVs and in which
part routes are dissimilar as in job shops. In such FMSs,
machines and AGVs are controlled by a central computer
through which manufacturing and AGV routing orders are
dispatched. The existence of such central control system
facilitates the implementation of pre-prepared offline
schedules. This paper attempts to provide an efficient
solution methodology that can provide such schedules in
small computational time. However, this study is not
confined to AGVs as the methodology used can be easily
suited for other types of MHEs as well.

In the literature, there are two main lines on how such an
integrated scheduling problem in a job shop environment is
addressed. The first one focuses on studying dispatching
rules for the MHEs. Simulation models are commonly used
in this approach to imitate the online scheduling decisions
and study the effect of different MHE dispatching rules on
the overall objectives of the scheduling problem [18, 19].
The second line is an offline approach that deals with the
static, deterministic version of the problem through defin-

ing mathematical programming models and algorithms to
formulate and solve it. We focus on the literature of this line
of research as we follow it in this study.

Bilge and Ulusoy [20] studied the simultaneous sched-
uling of machines and identical single-load AGVs in a job
shop framework. They introduced a mixed integer nonlin-
ear programming model with the objective of minimizing
the makespan and proposed a solution heuristic based on
the sliding time window (STW) approach which is
developed by Ferland and Fortin [21] for solving the
vehicle scheduling problem. Ulusoy et al. [22] developed a
genetic algorithm (GA) approach for solving the same
problem. Their GA implementation generates better results
compared to the STW heuristic. An improvement to this
GA representation was proposed by Abdelmaguid et al.
[23]. They employed a greedy search algorithm for solving
the vehicle routing and scheduling part of the problem,
while the machine scheduling part has a similar GA
representation as found in the operations-based GA coding
scheme for the job shop scheduling problem. This problem
has been studied further by Reddy and Rao [24] for the case
of multiobjective optimization. They developed a GA
approach that can provide a set of nondominated solutions
for the minimization of makespan, mean flow time, and
mean tardiness simultaneously.

Jawahar et al. [25] developed a heuristic approach that
integrates vehicle dispatching rules into the scheduling
decisions. Their study focuses on a specific FMS config-
uration that contains six work centers and a single AGV.
Anwar and Nagi [26] studied the simultaneous scheduling
problem of machines and AGVs in a job shop framework
with the consideration of multilevel assembled products.
With the objective of minimizing the makespan, they
provided an MILP model and developed a heuristic search
technique based on the critical path method found in the
project scheduling literature. Their model considers only
the case of single-loaded transporters.

Khayat et al. [27] presented a constraint programming
model for the simultaneous scheduling problem of
machines and identical single-load AGVs. Hurink and
Knust [28] studied the job shop scheduling problem with
the consideration of transportation tasks performed by a
single robot. They extended the disjunctive graph model
[29] for representing the problem and developed two
different tabu search heuristics for solving it. Caumond et
al. [30] developed an MILP model for the scheduling
problem in flexible manufacturing systems with one
vehicle. They considered the case of limited input and
output buffer capacities.

Recently, more interest has been given to the case of
multiple-load AGVs. Different dispatching rules were
investigated and tested through simulation models in an
online approach [31, 32]. Since the offline approach is
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easier to implement as the timing for all manufacturing pro-
cesses and the routing of material handling equipment are
made available at the beginning of the production plan, using
it in such a complex problem would be appealing in real-life
applications. Accordingly, we address the offline scheduling
problem for both machines and multiple-load MHEs in a job
shop environment. This integrated machine and material
handling scheduling problem is referred to as the Job Shop
Scheduling Problem with Material Handling (JSPMH).

The contribution of this paper is twofold. First, an MILP
model is developed for the studied problem. This model can
be solved using commercial MILP solvers for small-sized
cases to develop an offline optimal solution. Second, a
constructive heuristic is developed for providing efficient
solutions to large instances of the problem. To the best of
our knowledge, this is the first attempt to formulate a
mathematical model and to provide an offline scheduling
algorithm for the JSPMH. The developed model and
solution algorithm are generic in the sense that they are
not restricted to the case of AGVs as they can be suited
easily to any type of MHEs.

The rest of this paper is organized as follows. In
Section 2, a description of the problem is provided followed
by the elements of the developed MILP model in Section 3.
In Section 4, the constructive heuristic is presented.
Numerical results are provided in Section 5 and the
conclusion and directions for future research are presented
in Section 6.

2 Problem description

The studied job shop consists of a set M of different
machines that perform the manufacturing tasks in addition
to load and unload stations which respectively serve as the
input and output ports for the job shop. There is a set J of
jobs waiting to be processed, where each job corresponds to
a batch for a specific product with a predetermined batch
size. Raw materials of all jobs are available at the beginning
of the schedule at the load station, and finished parts should
be delivered to the unload station. The generic term
processing center is used to refer to either a machine or a
load/unload station, and set PC is defined as the set of all
processing centers. Jobs follow different processing routes
among the machines; no preemption is allowed, and no
more than one job can be processed on a machine at the
same time. We assume a static case in which at the
beginning of the schedule, all manufacturing and material
handling resources do not have current or pre-assigned
tasks, and no additional jobs are expected to arrive during
the implementation of the schedule.

Each job consists of an ordered list of operations that
represents its predetermined processing route on machines.

In addition, two dummy operations with zero times are
placed at the beginning and at the end of each job’s ordered
list of operations. They respectively represent the start of
the loading task of the job’s raw material to the MHE at the
load station and the end of the unloading task of the job’s
finished parts from the MHE at the unload station. These
dummy operations are defined for more convenient
modeling. Each operation is identified by an index number.
We denote I ¼ 1; 2; . . . ; nf g as the set of all operations’
indexes. The operations’ indexes are assigned such
that for job k∈J, the subset of consecutive indexes Ik ¼
ak ;ak þ 1; . . . ;wkf g � I includes the indexes of all the

operations belonging to that job, and the operation with the
lower index is to be processed first. For operation i, the job
to which it belongs is denoted jb(i), and its processing
center is denoted pc(i). In addition, we define subsets of
indexes that include only machining operations and exclude
the first and last dummy operations. These subsets are
defined as Ik ¼ i : ak < i < wkf g for job k∈J and
I ¼ [k2J I k .

Each processing center is associated with a buffer having
sufficiently large capacity. Buffers work as temporary
storage locations for materials before and after processing.
In addition to the machine setup and machining times, each
operation i requires a loading time for its raw material from
the buffer associated with its designated processing center,
pc(i), and an unloading time for its machined material from
pc(i) to the buffer. The machine setup, loading, machining,
and unloading tasks are assumed to be consecutive with no
preemption and the summation of these times for operation
i is referred to as its processing time and denoted pi. Each
element of the processing time of an operation represents
the summation for all parts in the batch, and machine setup
times are assumed to be independent on the operations’
processing sequence. We note that the processing centers of
the first and last operations of every job are the load and
unload stations respectively and they have zero pi values.

There is a set H of MHEs that are ready to perform the
material handling and transportation tasks between the
processing centers. Each h∈H is originally located at O(h)
and should park at its final destination F(h) after complet-
ing its assigned trips. O(h) and F(h) denote physical
locations in the shop or tool center point positions in the
case of robots. They may refer to the same location, and
they could be the location of any processing center in the
shop or rather special parking/charging station.

Each operation i 2 I is associated with unloading
(delivery of raw material) and loading (pickup of machined
material) tasks from the MHE to the buffer at pc(i) and vice
versa. The unloading and loading times of MHE h for
operation i are denoted uhi and lhi , respectively. The first
dummy operation of each job, i 2 ak : k 2 Jf g, is associ-
ated only with a loading task for picking up the raw
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material from the load station, and the associated loading
time is denoted lhi for MHE h. Similarly, the last dummy
operation of each job, i 2 ak : k 2 Jf g, is associated with
an unloading task for delivering the finished parts to the
unload station and the associated unloading time is denoted
uhi . The assumption of sufficiently large capacity for buffers
means that a buffer can serve any number of MHEs in
addition to its associated processing center simultaneously.

Each MHE h has a capacity denoted Ch which can be
defined in terms of weight, volume, or number of contain-
ers or holding places available. The capacities of the MHEs
are not necessarily identical. An MHE is said to be used in
transporting the material for operation i of job k, where i
>αk, if it performs the material pickup from pc(i–1) and
transports and delivers it to pc(i). During that trip, operation
i consumes chi units from the capacity of MHE h. Each
MHE can perform multiple pickups for any number of
different jobs given that its capacity limit is not exceeded. It
is assumed that each MHE has zero load at the beginning of
the schedule. It is also assumed that the number of parts in
any batch is predetermined in such a way that there exists
an MHE with sufficient capacity to transport its material in
one trip, and there is a restriction that the transportation of a
batch cannot be split into more than one trip.

Due to certain technological constraints, an MHE may
not be able to transfer the material for certain operations.
These technological constraints may be related to the layout
of the shop and the design of the guided paths or zones for
the material handling equipment which may prevent an
MHE from reaching specific processing centers or locations
in the shop. They may also be related to the shape or size of
the transported parts, where some MHE may not be suitable
for handling them. We assume that for every operation,
there is at least one MHE that can conduct its material
handling tasks.

In the JSPMH, the MHEs are not necessarily identical,
which means that different speeds and consequently
different travel times between similar locations may exist.
The MHE travel times are first defined between physical
locations, for instance between the load station and the
milling machine, and then based on the operations’
assigned processing centers, they are converted into arc
lengths between nodes in the network representation
described in the following section. It is assumed that the
MHE system is deadlock and accident-free.

It is required to determine the processing sequence of
operations on each machine and the MHE routings such
that all the aforementioned constraints are satisfied. The
main objective is to minimize the makespan which is
precisely defined in the following section. The processing
sequence part of the problem has the same structure as the
traditional job shop scheduling problem [1], while the MHE
routing part is similar to the capacitated vehicle routing
problem with pickup and delivery [33]. Both parts are
known to be NP-hard leading to a stronger NP-hard JSPMH
problem. A network model for the studied problem along
with a branch-and-bound algorithm was introduced earlier
in [34]. In the following section, we build upon that
network model and develop an MILP model which can be
used to solve small-sized instances.

3 Mathematical model

Figure 1 illustrates the main elements of the network model
introduced earlier in [34] for the studied problem. The
developed MILP model is based on this network represen-
tation. In the network model, each operation i 2 I k of job k,
as illustrated in Fig. 1a, is associated with two nodes DNi

and PNi to respectively represent the material delivery and

Fig. 1 Elements of the network
model for the JSPMH
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pickup events, before and after the processing at its
designated processing center pc(i). To further show the
details of the unloading (loading) times at each delivery
(pickup) node, two nodes are defined to be subsumed by
each node DNi (PNi) and connected by arcs with arc
lengths equal to the unloading (loading) times for every
MHE that can reach that node. Accordingly, each delivery
node DNi encompasses two nodes, dsi and dei to signify the
start and end of the delivery process, respectively. These
two nodes are connected by a set of arcs, where each arc is
defined for an MHE h that can handle the delivery task of
operation i, and the arc has a length equals the unloading
time uhi . In addition to signifying the end of the delivery
process, node dei represents the start of the processing of
operation i on pc(i). Similarly, each pickup node PNi

encompasses two nodes, psi and pei, to represent the start
and end of the pickup process. Each arc in the set of arcs
that connects these two nodes has a length equals the
loading time lhi for the MHE h. The first dummy operation
of a job k, as illustrated in Fig. 1b, is associated with only a
pickup node, denoted PNak ; where in this case, node psak

signifies the start and the end times of this operation.
Meanwhile, as illustrated in Fig. 1c, the last dummy
operation is associated with only a delivery node,
denoted DNwk , and node dewk signifies the start and end
times of this operation. Integrating the start and end
nodes for both delivery and pickup operations is
necessary to facilitate the modeling of the MHE routing
constraints.

Due to some technological constraints that may prevent
an MHE from reaching a specific machine or delivering the
material of a specific job, two sets, denoted Ph and Dh, are
defined respectively to represent the sets of pickup and
delivery nodes that can be visited by MHE h. Furthermore,
we define Nh ¼ Ph [ Dh; P ¼ [h2HPh and D ¼ [h2H Dh.
We denote by Ah the set of all feasible arcs (illustrated by
discontinuous lines in Fig. 1, where each line pattern
corresponds to one MHE) on the set of nodes Nh [ oh; fhf g,
where oh and fh are two nodes that correspond to the
original location and final destination of MHE h, respec-
tively. The definition of set Ah is governed by the
processing sequence of operations within each job, as for
instance, it is not feasible to have an arc connecting nodes
PNi−1 and PNi, where i and iþ 1 2 Ik for some job k.

By knowing the physical processing location of each
operation, the travel time of an MHE between two nodes in
the network can be determined. We denote by thq;r the travel
time from node q to node r for MHE h, where q; rð Þ 2 Ah.
We note that the term wh

q, which represents the amount of
load that will be added to MHE h after visiting node q,
takes a positive value if q∈P and a negative value if q∈D.
Here, the value of wh

q is based on the consumption units chi
of the operation i for which node q is defined.

The decision variables in the JSPMH are classified into
two sets: processing centers scheduling variables and MHE
routing and scheduling variables. Processing centers sched-
uling variables are basically two sets. The first one includes
the binary variables ymij which define the processing
sequence of operations on machines. The variable ymij takes
the value of one if operation i precedes operation j on
machine m∈M and zero otherwise. The second set includes
the variables ti which represents the start time of operation i
on its processing center pc(i).

The MHE routing and scheduling variables are defined
using indexes that correspond to nodes on the network
model of the problem. We denote xhq;r as a binary variable
that takes the value of one if MHE h moves from node q to
node r, where q; rð Þ 2 Ah. The variable denoted Th

q refers to
the earliest time at which MHE h becomes available at node
q∈Nh. Specifically, Th

q equals the time at which MHE
h reaches the pickup start (ps) or the delivery start (ds)
nodes defined at node q. The variable denoted Wh

q defines
the load of MHE h after the loading or unloading at node
q∈Nh has been completed. In addition, we use the decision
variable Xh

q;r which equals Th
r if MHE h moves from node q

to node r, where q; rð Þ 2 Ah and zero otherwise. The Xh
q;r

decision variables are needed in the model to eliminate
sources of nonlinearity when the relationships between
processing locations scheduling variables ti and their
corresponding Th

r are defined.
The following is a list of the constraints that define the

relationships between the decision variables and the
different parameters of the studied system. These relation-
ships represent the characteristics and the structure of the
studied problem which must be satisfied for any given
values of the decision variables in order to obtain a feasible
solution that can be implemented. We first note that all the
above-mentioned decision variables are not allowed to take
negative values. This non-negativity constraint is defined
by default in most commercial MILP solvers, and they are
necessary for the definition of the forthcoming sets of
constraints.

ti � ti�1 � pi�1 þ
X

h2H
lhi�1

X

q;PNi�1ð Þ2Ah

xhq;PNi�1

þ
X

h2H
uhi

X

q;DNið Þ2Ah

xhq;DNi
8i; i� 1 2 Ik 8k 2 J ð1Þ

Xh
q;r � Th

r � G xhq;r � 1
� �

8 q; rð Þ 2 Ah 8h 2 H ð2Þ

Xh
q;r � Th

r � 0 8 q; rð Þ 2 Ah 8h 2 H ð3Þ

X h
q;r � Gxhq;r 8 q; rð Þ 2 Ah 8h 2 H ð4Þ
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tak �
X

h2H

X

q;PNakð Þ2Ah

Xh
q;PNak

¼ 0 8k 2 J ð5Þ

ti �
X

h2H

X

q;DNið Þ2Ah

Xh
q;DNi

¼
X

h2H
uhi

X

q2Nh

xhq;DNi
i 2 Ikn akf g 8k 2 J

ð6Þ

ti þ pi � Th
PNi

8i 2 [k2J Ikn wkf g 8h 2 H and PNi 2 Nh

ð7Þ

Gymij þ ti � tj � pj

8i; j 2 I where j>i; pc ið Þ ¼ pc jð Þ ¼ m and jb ið Þ 6¼ jb jð Þ
ð8Þ

G 1� ymij

� �
þ tj � ti � pi 8i; j 2 I where j>i;

pc ið Þ ¼ pc jð Þ ¼ m and jb ið Þ 6¼ jb jð Þ
ð9Þ

X

oh;rð Þ2Ah

xhoh;r ¼ 1 8h 2 H ð10Þ

X

q;fhð Þ2Ah

xhq;fh ¼ 1 8h 2 H ð11Þ

X

q;rð Þ2Ah

xhq;r �
X

r;qð Þ2Ah

xhr;q ¼ 0 8r 2 Nh8h 2 H ð12Þ

X

h2H

X

q;rð Þ2Ah

xhq;r ¼ 1 8q 2 P ð13Þ

X

PNi;rð Þ2Ah

xhPNi;r
�

X

q;DNiþ1ð Þ2Ah

xhq;DNiþ1
¼ 0 8i 2 [k2J Ikn wkf g 8h 2 H

ð14Þ

Th
r � Th

q � G xhq;r � 1
� �

þ shq þ thq;r 8 q; rð Þ 2 Ah 8h 2 H

ð15Þ

Th
PNi

þ lhi þ thPNi;DNiþ1

� Th
DNiþ1

8i 2 [k2J Ikn wkf gwhere PNi;DNiþ1ð Þ 2 Ah8h 2 H

ð16Þ

Wh
q � Ch 8q 2 Nh 8h 2 H ð17Þ

Wh
oh
¼ 0 8h 2 H ð18Þ

Wh
r �Wh

q � wh
r � G 1� xhq;r

� �
8 q; rð Þ 2 Ah 8h 2 H

ð19Þ

Wh
r �Wh

q � wh
r þ G 1� xhq;r

� �
8 q; rð Þ 2 Ah 8h 2 H

ð20Þ
The first set of constraints (1) defines the precedence

relationships among operations belonging to the same job
as illustrated in the network model in Fig. 1a. That is the
difference between the start times of two consecutive
operations, i−1 and i, which belong to the same job must
be at least equal to the processing time of the operation i−1
plus the MHE loading and unloading times of operations
i−1 and i, respectively.

In order to be able to represent the relationships between
the operations start time decision variables, ti, and the MHE
scheduling variables, Th

r , the product x
h
q;r:T

h
r is needed as it

defines the time at which an MHE will reach a given node
given that this node is visited by that MHE. Since this
product will turn the mathematical programming model to
be nonlinear, which is known to be hard to solve as
compared to linear programming models, it is imperative to
provide a linearization of this product in the mathematical
model. In order to do that, the decision variables Xh

q;r which
are defined as Xh

q;r ¼ xhq;r:T
h
r are introduced. This definition

is linearized by using the set of inequalities (2) to (4), where
G is a sufficiently large number.

The next two sets of constraints, represented by Eqs. 5
and 6, define the relationships between the operations start
time variables and the scheduling variables of the MHEs.
Constraints (Eq. 7) are necessary to make sure that a pickup
trip will not start before the processing of an operation has
been finished. In order to represent the operations sched-
uling constraints on machines which state that any two
operations cannot be processed on the same machine
simultaneously and once an operation is scheduled it
cannot be preempted; two sets of constraints, (8) and (9),
are introduced. These sets of constraints are equivalent to
the disjunctive constraints found in the JSP literature [1].
The binary decision variables ymij are used to provide a
linearization of these logical constraints.

Equations 10–14 define the MHE routing constraints
which are based on the mathematical model used for the
vehicle routing problem with pickup and delivery [33].
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Equations 10 and 11 represent, respectively, the conditions
that the tour of MHE h must start at its origin node oh and
finally end at its destination node fh. Equation 12 ensures
the continuity of the flow of the MHEs. That is, if a node is
visited by an MHE through an incoming arc, it has to leave
that node through an outgoing arc. Constraint 13 ensures
that each pickup node will be visited exactly by one MHE.
Constraint 14 mandates that the material picked up should
finally reach its delivery point. We note here that in order
for these constraints to work properly and provide feasible
solutions, the definition of the network elements (nodes and
arcs) should be made accurately.

Constraints 15 and 16 represent the MHE scheduling
constraints which define the restrictions on the times at
which an MHE visits nodes on the network. Constraints
17–20 define the MHE loading restrictions as related to the
routing variables. These constraints are necessary for the
representation of multiple-load MHEs that can conduct
more than one pickup operation before making any delivery
as the capacity of an MHE permits.

There are several different objective functions that
can be sought. In this paper, we consider the objective
of minimizing the makespan. The minimization of the
makespan objective is a representative of the target of
maximizing the utilization of the machines and the
MHEs. The makespan, denoted Cmax, is defined as the
time at which all finished parts become available at the
unload station. That is to say Cmax ¼ max

k2J
twkð Þ. To

represent this objective, an additional set of constraints
needs to be added along with the definition of the
objective function as shown below.

Minimize Cmax ð21Þ

Cmax � twk 8k 2 J ð22Þ

The above MILP model is intended to provide a clear
definition of the studied problem in precise mathematical
terms, and it may help in future algorithmic developments.
In order to verify this model, small-sized test problems of
three machines, two MHEs, and three jobs are designed and
solved using a commercial MILP solver—CPLEX [35].
The optimal solution was obtained within 10 min frame-
work when running on a personal computer with dual
1.5 GHz Intel Xeon processors and Windows 2000
operating system. Clearly, MILP solvers are capable of
providing solutions for small size problems. Larger prob-
lems with eight jobs and four machines and two MHEs
were tested on CPLEX with no feasible solution obtained in
three days running time. This makes using heuristic
approaches for practical cases inevitable. In the following
section, we present a constructive heuristic.

4 Constructive heuristic

Due to the complex nature of the studied problem which
stems from the complexity of its constituent sub-problems
and their interaction with each other, finding an efficient
solution in a short processing time becomes a priority for a
real-life application. In this section, we present a construc-
tive heuristic intended to serve for that purpose. The other
purpose that this constructive heuristic is intended for is to
provide an efficient method for generating initial feasible
solutions that are required by metaheuristic search techni-
ques such as genetic algorithm, simulated annealing and
tabu search. It is known that the performance of such
metaheuristic search techniques is highly affected by the
quality of the initial solutions they use. Accordingly, an
efficient constructive heuristic becomes a major constituent
for the success of such metaheuristics.

The main scheme of the developed heuristic is based on
the well known Giffler and Thompson’s algorithm (GTA)
[36]. GTA is a traditional JSP constructive algorithm
developed for generating feasible active schedules which
was further extended to generate non-delay schedules. One
of the main advantages of this algorithm is that different
dispatching rules can be incorporated into it to select an
operation from an outstanding set to be scheduled.
Examples of such dispatching rules are shortest processing
time (SPT), longest processing time (LPT), minimum
completion time (MCT), most work remaining (MWR),
and least work remaining (LWR). Panwalkar and Iskander
[37] provide a literature review on the different dispatching
rules that can be used.

The idea behind the developed constructive heuristic is
to insert the MHE selection and routing decisions into the
traditional GTA non-delay search structure. This is done by
considering the impact of selecting an MHE for conducting
the pickup and delivery tasks of an operation on its start
time which in turn affects the operation selection decisions
within the traditional GTA. The selection of an MHE to
handle the pickup and delivery tasks of an operation
follows a greedy scheme that base its decision on the
minimum time at which an operation could start for a given
MHE selection. The following list illustrates the main steps
of this algorithm.

Procedure JSPMH-GTA

1. Start with the set of next schedulable operations
Ψ ¼ i : i ¼ ak þ 1 8k 2 Jf g; and let tak ¼ 0 8k 2 J

2. For every operation i 2 Ψ do

2.1. Let Υi ¼ h : DNi 2 Dh and PNi�1 2 Ph 8h 2 H
� �

2.2. For each MHE h 2 Υi; let Θh
i ¼ OPTPATH

ðh; iÞ
2.3. Select h�i ¼ argmin

h2Υi

mst Θh
i

� �� �
, tie-breaking is

arbitrary
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2.4. Let ti ¼ mst Θ
h�i
i

� �

3. Select i� ¼ argmin
i2Ψ

tif g, tie-breaking is arbitrary. Let
m� ¼ pc i�ð Þ

4. Let the conflict set Γ ¼ j : j 2 I ; pcðjÞf ¼ m� and tj �
ti� þ pi�g

5. Select an operation j* from Γ using an appropriate
dispatching rule

6. For operation j* and MHE h�j�, schedule the necessary
transportation tasks and update the start times for all the
operations that have scheduled deliveries by h�j� on Θ

h�j�
j�

and determine the corresponding variables T
h�j
q and W

h�j
q

for every node q in the determined path Θ
h�j�
j�

7. Let Ψ ¼ Ψn j�f g
8. If j� < wjb j�ð Þ;let Ψ ¼ Ψ [ j� þ 1f g
9. If Ψ 6¼ ; go to step 2; otherwise STOP

As in the traditional non-delay GTA, from a given set of
next schedulable operations, an operation with the mini-
mum start time is selected as shown in step 3. Here, the
start time of an operation depends on the delivery schedule
of its unprocessed part along with the time at which its
processing center becomes available. In step 2, the
minimum possible start time of an operation is determined
by considering every MHE that can handle the pickup and
delivery tasks for it. The minimum start time among those
MHEs is determined and assigned to the start time of the
operation after considering the time at which its processing
center becomes available. In steps 4 and 5, from the set of
all schedulable operations that need to be processed on the
same machine of the selected operation and having start
times not larger than its completion time (called conflict
set), an operation is selected using a prespecified dispatch-
ing rule. The selected operation is then scheduled in step 6
along with any other operations that may be affected by the
changes that have been made along the delivery path of the
selected operation. In steps 7 and 8, the successor operation
to the scheduled one in the job sequence is added to the set
of next schedulable operations. The search continues until
all the operations including the last dummy operation of
each job are scheduled.

In step 2, the algorithm calls the subroutine OPTPATH
(h, i) to search for an efficient path for every MHE h that
can handle the material transportation tasks for operation i.
This subroutine returns a path Θh

i in the network shown in
Fig. 1. This path starts at node oh and ends at node dei. For
the sake of brevity, we do not provide a list of the steps of
this subroutine; instead, we briefly describe its main idea.
The subroutine OPTPATH (h, i) finds the minimum time
possible at which operation i can start whenever MHE h is
used to conduct its associated pickup and delivery tasks
while considering its previously scheduled transportation
tasks and the possibility of combining trips with other

prescheduled operations, i.e., conducting consecutive pick-
up (delivery) trips. Every time this subroutine is called, it
checks if there is available capacity to conduct multiple
pickups for the last scheduled operation(s) and operation i
such that there is saving in the transportation time. If there
is saving, combined trips are decided; otherwise, separate
pickup and delivery trips for operation i are determined
starting from the last location (node) the MHE has reached.
The sub-problem of conducting multiple pickup and
delivery trips of a set of operations is formulated as a
traveling salesman problem with precedence and time
window constraints. This sub-problem is solved using a
simple nearest neighbor algorithm.

After determining the efficient path for each MHE in
step 2.2, the MHE that provides the minimum start time for
operation i is selected in step 2.3 and denoted h�i . Here, the
subroutine mst Θh

i

� �
returns the minimum start time of

operation i given the path Θh
i and considering the finish

time of the last scheduled operation on pc(i). The value of
the minimum start time is then assigned to the decision
variable ti as indicated earlier.

5 Computational results

The purpose of the experimentations conducted in this
paper is to compare the results obtained by implementing
different dispatching rules within the developed construc-
tive heuristic and provide some guidance on selecting the
most efficient ones. Another purpose of the experimenta-
tions is to have an estimation of the average computational
time requirements by the developed heuristic as related to
the size of the problem.

From our preliminary experiments, it has been recog-
nized that there are two main factors that define the
structure of the studied problem and seem to have impact
on the performance of the developed heuristic. The first
factor which has been reported earlier in the experimental
design of Bilge and Ulusoy [20] is the ratio between the
average transportation time and the average operations
processing time. This ratio is denoted t=p and evaluated
as

P
h2H

P
q;rð Þ2Ah thq;r= Hj j

� �
=

P
i2I pi= Ij j

� �
, where :j j

denotes the size of a set. The higher the t=p ratio is, the
larger the effect the decisions of the material handling tasks
has on the scheduling objectives. The second parameter is
the ratio between the average capacity for all MHEs and the
average load consumed by all operations. This ratio is denot-
ed C=c and evaluated as

P
h2H Ch

� �
=

P
h2H

P
i2I c

h
i = Ij j

� �
.

Similarly, the higher the value of this ratio is, the higher the
effect of the decisions for combined pickup and delivery
tasks on the scheduling objectives.

Since the studied problem is seen as an extension to the
JSP, the designed experiments are built upon the standard
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benchmark problems of the JSP (http://people.brunel.ac.uk/
~mastjjb/jeb/orlib/jobshopinfo.html). A selected 40 JSP
benchmark problems are used for defining the number of
machines, number of jobs, processing sequence of each job,
and processing time of each operation. The number of
MHEs is selected to be a quarter of the number of machines
rounded to the nearest higher integer, and all the MHEs
reside at a parking station at the beginning of the schedule.
The loading and unloading times of operations by each
MHE are randomly generated using uniform distribution
covering the range from 0.05 to 0.1 of the average
processing time among all operations pð Þ rounded to the
nearest higher integer.

There are two levels selected for the C=c ratio: they are
2.0 and 6.0. All operations’ consumption values of MHE
load (chi ) are set at unit value. Accordingly, the selected
values of the C=c ratio directly define the mean value of the
MHE capacities. The values of the MHE capacities are
randomly generated using uniform distribution with two
ranges defining its lower and upper limits. The values of the
lower and upper limits of those ranges are selected to result
in a mean value for the MHE capacities close to the
selected level. The selected ranges are [1.0, 3.0] and [3.0,
9.0].

To randomly generate transportation times, two ranges
for the t=p ratio are used. These ranges are [0.05, 0.25] and
[0.25, 0.75]. By randomly generating a value for the t=p
ratio using uniform distribution with the upper and lower
limits provided by the given range, the mean transportation
time tð Þ is determined by multiplying that value with the
average processing time for all the operations. Then, a
transportation time is randomly generated using uniform
distribution with the limits t � 0:1� p and t � 0:25� p
for each range of the t=p ratio, respectively.

For each standard JSP benchmark problem and combi-
nation of levels for the t=p and C=c ratios, ten problems are
randomly generated. The developed constructive heuristic
is applied to each problem with five different dispatching
rules, namely SPT, LPT, MCT, MWR, and LWR. The
objective value under consideration, Cmax, is evaluated for
each problem-dispatching rule combination. The percentage
difference of the objective value obtained by SPT and the
one obtained by a given dispatching rule divided by the
SPT objective and multiplied by 100 is evaluated for each
randomly generated problem. The averages of these
percentage differences are evaluated for the ten randomly
generated problems and their values are reported in Tables 1
and 2.

The computational results indicate that on average, the
performance of the MWR dispatching rule is better than
the others followed by MCT. There is also indication that
the gap between the dispatching rules and the SPT rule
increases with the increase of the level of t=p ratio, while it

decreases with the increase of the level of the C=c ratio. On
the other hand, statistical analyses do not show any
evidence for the effect of the number of jobs or the number
of machines on that gap.

Statistical results for the computational time does not
show any significant effect for the problem settings (t=p
and C=c ratios) or the selection of the dispatching rule on
the computational time. Meanwhile, the size of the problem
represented by the number of operations does affect the
computational time. To show how the computational time
of the developed constructive algorithm evolves with the
increase of the problem size, the average computational
time calculated for all replicates, dispatching rules, and
problem settings generated for all JSP benchmark problems
having the same size is evaluated. The calculated values are
provided in Table 3. Figure 2 provides a graphical
representation for the average computational time versus
the number of operations. From Fig. 2, it is evident that the
average computational time can be represented as a
polynomial function of the number of operations. This is
supported by statistical regression analysis which shows
that a polynomial function of the order three can properly
express the relationship between the number of operations
and the computational time. Such an average polynomial
time complexity makes the developed constructive algo-
rithm suitable for practical applications as opposed to any
mathematical programming solver which generally has an
exponential time complexity.

6 Conclusion and future research

This paper addresses the integrated scheduling of machines
and material handling equipment in a job shop environment
(JSPMH). A generic definition for the problem that takes
into consideration the case of multiple-load material
handling equipment is presented along with a mathematical
mixed integer linear programming model. The studied
problem is composed of two interrelated decision problems
known in the literature, the job shop scheduling problem [1]
and the vehicle routing problem with pickup and delivery
[33]. Both problems are known to be NP-hard, meaning
that there is no solution algorithm that can find an optimal
solution in a computational time that can be expressed as a
polynomial function of the problem size. The result is an
even stronger NP-hard JSPMH problem. Due to this
complex nature, it is necessary to develop efficient solution
algorithms that can provide relatively good solutions in a
reasonable computational time.

A constructive heuristic based on the well-known JSP
GTA is presented. The idea of this heuristic is to
incorporate the material handling routing and scheduling
decisions into the mechanism of operations’ selection and
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dispatching within GTA. The developed constructive
heuristic makes use of the GTA’s flexibility of incorporating
different dispatching rules. Experimentation has been
conducted to show the effect of different dispatching rules

on the performance measured by the makespan. The
computational results indicate that the MWR dispatching
rule performs better than the others on average, followed by
the MCT dispatching rule. Regarding the computational

Table 1 Average relative performance for the set of problems having 0:05 � t=p � 0:25

JSP bench Jj j Mj j C=c ¼ 2 C=c ¼ 6

LPT MCT MWR LWR LPT MCT MWR LWR

la01 10 5 −1.25 1.89 9.47 −16.30 0.98 5.81 11.02 −7.54
la02 10 5 −8.80 5.13 −3.14 −11.27 −4.48 3.85 −1.64 −7.27
la03 10 5 −2.51 6.47 11.29 −10.31 −0.19 5.56 12.59 −10.23
la04 10 5 −2.61 3.72 6.19 −7.75 −11.47 −1.85 −4.98 −11.43
la05 10 5 9.40 11.56 16.73 −4.70 6.91 10.54 11.36 2.74

la06 15 5 7.26 5.91 12.69 −9.25 0.04 4.09 10.99 −4.55
la07 15 5 −2.65 7.86 5.66 −5.52 −7.65 6.37 1.89 −5.93
la08 15 5 6.50 7.23 14.11 −8.13 −3.56 −0.48 0.89 −11.61
la09 15 5 8.40 6.89 11.38 −11.58 4.84 2.62 5.51 −5.76
la10 15 5 7.79 7.99 11.52 −7.77 5.05 4.49 6.69 −6.54
orb1 10 10 4.14 2.88 1.83 −6.55 5.86 11.84 3.57 −5.09
orb2 10 10 −4.65 6.63 7.03 −8.75 −10.26 6.61 1.69 −15.79
orb3 10 10 −6.71 2.13 2.87 −10.32 −9.11 4.36 5.33 −9.98
orb4 10 10 −0.78 6.34 15.88 −13.77 −2.91 7.07 14.22 −14.31
orb5 10 10 −3.37 4.53 2.16 −0.01 −6.38 5.07 4.22 0.33

la26 20 10 10.43 4.92 13.69 −8.99 2.02 5.58 7.61 −7.11
la27 20 10 1.23 4.67 7.31 −9.43 −1.96 1.28 3.60 −4.70
la28 20 10 7.09 10.03 11.83 −2.85 1.30 5.09 4.65 −7.23
la29 20 10 6.07 9.11 15.52 −9.58 5.20 7.03 13.23 −6.91
la30 20 10 9.27 10.72 15.61 −2.82 7.03 9.31 12.28 −7.83
ta06 15 15 0.49 5.86 9.47 −9.02 −0.20 6.10 9.10 −7.66
ta07 15 15 −2.63 3.25 4.60 −14.20 1.97 6.47 8.32 −12.72
ta08 15 15 0.29 6.51 3.08 −14.01 −0.23 7.43 4.60 −12.97
ta09 15 15 0.29 4.29 10.61 −15.34 −3.06 3.73 8.64 −18.04
ta10 15 15 3.73 9.39 7.98 −9.30 −1.91 6.34 2.92 −12.56
ta16 20 15 4.93 8.23 11.46 −6.82 2.76 7.33 10.45 −5.41
ta17 20 15 4.25 7.29 13.27 −2.91 4.11 5.43 12.04 −5.88
ta18 20 15 1.51 8.49 6.78 −8.57 −1.97 5.33 4.90 −6.96
ta19 20 15 5.11 3.10 8.98 −8.69 1.19 1.40 8.30 −6.09
ta20 20 15 6.03 9.44 11.63 −3.95 4.57 9.87 11.39 −4.54
ta21 20 20 −1.18 1.61 5.94 −11.33 −2.17 2.08 5.75 −12.42
ta22 20 20 0.16 8.35 7.95 −9.09 2.25 8.09 8.04 −11.20
ta23 20 20 −5.93 4.15 4.61 −12.36 −4.07 4.25 6.66 −10.93
ta24 20 20 0.40 8.44 9.55 −7.71 −1.96 5.71 6.61 −7.59
ta25 20 20 11.02 12.55 12.90 −5.62 6.57 9.31 9.88 −5.13
ta41 30 20 1.16 6.07 6.13 −6.29 −4.46 3.32 −0.74 −9.57
ta42 30 20 −1.16 7.18 7.45 −9.43 −2.25 5.64 6.74 −10.77
ta43 30 20 3.83 8.98 11.12 −7.65 0.17 6.66 7.75 −8.40
ta44 30 20 0.05 3.55 5.10 −8.11 2.52 7.38 7.04 −3.15
ta45 30 20 5.23 9.71 9.48 −8.62 0.73 5.85 5.57 −6.23
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time complexity of the developed algorithm, experimenta-
tions show that it follows a polynomial time function of the
problem size which is represented by the number of
operations.

An obvious direction for future research is to develop
improvement techniques to improve the solutions obtained
by the developed constructive heuristic. One can benefit
from the presented network or mathematical model in

Table 2 Average relative performance for the set of problems having 0:05 � t=p � 0:25

JSP bench Jj j Mj j C=c ¼ 2 C=c ¼ 6

LPT MCT MWR LWR LPT MCT MWR LWR

la01 10 5 4.58 3.43 9.17 −10.12 0.20 1.55 10.81 −11.73
la02 10 5 1.14 3.69 7.97 −6.38 −0.75 2.66 1.21 −9.81
la03 10 5 −1.07 5.25 10.67 −2.71 1.92 1.48 10.27 −7.61
la04 10 5 6.68 2.27 8.61 0.38 −3.97 1.46 −0.09 −5.62
la05 10 5 12.76 6.80 14.39 −3.02 2.13 2.75 8.69 −6.50
la06 15 5 10.49 5.69 14.98 −2.95 7.04 7.70 10.34 0.25

la07 15 5 4.00 6.57 11.29 −5.97 2.29 7.71 9.07 −3.24
la08 15 5 7.32 7.28 13.72 −6.03 1.81 6.76 10.20 −5.62
la09 15 5 10.19 9.16 16.30 −3.76 4.89 4.79 6.18 −3.86
la10 15 5 9.72 4.77 12.36 −4.73 1.06 5.09 3.96 −9.27
orb1 10 10 3.14 0.58 3.19 −7.01 3.44 7.68 4.57 −4.81
orb2 10 10 2.31 2.66 7.86 −4.02 −3.85 4.66 5.87 −3.66
orb3 10 10 −5.09 4.90 2.96 −9.26 −0.64 3.86 5.31 −7.13
orb4 10 10 1.48 6.46 12.59 −7.72 −2.91 5.43 10.48 −5.85
orb5 10 10 −1.05 5.22 4.08 −1.73 −2.05 1.12 1.58 −1.35
la26 20 10 17.95 10.84 19.97 3.43 6.22 6.84 10.71 −2.90
la27 20 10 5.35 5.62 9.49 −4.00 5.92 5.54 7.77 −2.35
la28 20 10 11.31 10.26 17.08 −2.30 3.43 4.58 6.36 −3.12
la29 20 10 5.98 5.50 10.67 −6.76 5.41 4.90 9.01 −2.88
la30 20 10 9.25 8.16 15.22 −2.16 5.50 4.29 9.46 −3.49
ta06 15 15 2.70 3.78 7.16 −6.91 1.37 4.62 4.75 −6.09
ta07 15 15 −0.71 2.72 6.98 −10.91 2.30 6.46 8.89 −7.02
ta08 15 15 4.19 6.29 9.25 −8.03 1.65 5.00 7.43 −3.86
ta09 15 15 7.46 3.61 10.58 −6.13 0.83 4.89 7.29 −7.31
ta10 15 15 4.21 6.31 5.81 −7.22 1.64 4.59 4.61 −7.02
ta16 20 15 7.33 5.48 11.01 −7.92 4.25 3.03 5.11 −3.94
ta17 20 15 2.66 5.79 8.71 −9.16 2.08 5.03 7.51 −5.58
ta18 20 15 2.77 3.93 8.43 −7.37 0.85 4.51 5.88 −5.92
ta19 20 15 3.77 2.76 9.16 −5.61 2.79 6.18 7.38 −3.55
ta20 20 15 6.26 5.85 9.20 −6.37 4.26 5.89 6.78 −0.57
ta21 20 20 4.18 7.61 9.02 −4.09 −0.33 2.39 4.53 −6.26
ta22 20 20 3.92 7.50 9.29 −4.95 1.06 5.48 7.92 −5.62
ta23 20 20 3.44 6.74 9.12 −4.63 −0.18 4.76 5.03 −5.67
ta24 20 20 3.57 6.14 8.35 −5.61 0.99 5.20 6.92 −4.97
ta25 20 20 4.46 7.81 9.37 −3.00 2.58 7.60 6.97 −5.60
ta41 30 20 5.28 7.47 9.16 −6.48 2.87 3.73 4.49 −3.55
ta42 30 20 6.14 7.66 10.47 −4.35 1.43 3.40 5.63 −5.04
ta43 30 20 9.10 6.34 12.70 −1.75 5.84 4.41 6.39 −3.16
ta44 30 20 6.79 6.40 10.18 −3.62 2.59 3.35 5.31 −5.77
ta45 30 20 7.46 6.83 12.19 −2.51 4.87 5.78 7.35 −3.30
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developing local search mechanisms similar to those used
for the job shop scheduling problem. This can also be
extended further by applying metaheuristic search
techniques.

Ah Set of all feasible arcs on the set of nodes Nh [
oh; fhf g

Ch Capacity of MHE h
chi Units consumed by operation i from the capacity

of MHE h During the delivery of the operation’s
unprocessed material to pc(i)

D [h2HDh

Dh Set of delivery nodes that can be visited in a
feasible path of MHE h

DNi Delivery node of operation i
fh Final (terminal) node of MHE h
H Set of material handling equipment (MHEs)
I Set of all operations’ indexes
I ¼ [k2J I k
Ik ¼ ak ;ak þ 1; . . . ;wkf g � I Set of indexes of

operations belonging to job k 2 J
Ik ¼ i : ak < i < wkf g Set of indexes of

manufacturing operations belonging to job k 2 J
J Set of jobs ready for processing
jb(i) Job to which operation i belongs

lhi Loading time of processed material of operation
i picked up by MHE h

M Set of machines
Nh ¼ Ph [ Dh

oh Origin node for MHE h
P ¼ [h2HPh

PC Set of processing center ¼ M[ {Load station,
Unload station}

pc(i) Processing center of operation i
ph Set of pickup nodes that can be visited in a

feasible path of MHE h
pi Processing time of operation i
PNi Pickup node of operation i
shq ¼ uhi when q ¼ DNi and shq ¼ lhi when q ¼ PNi

Th
q A decision variable that represents the time at

which MHE h becomes available at node q 2 Nh

ti Decision variable that represents the start time
of operation i

uhi Unloading time of the material of operation i
prior to processing delivered by MHE h

Wh
q A decision variable that equals the load of MHE

h after the loading or unloading at node
q 2 Nh has been completed

wh
q Amount of load that will be added to MHE h

after visiting node q
X h
q;r A decision variable that equals Th

r if MHE h
moves from node q to node r, where q; rð Þ 2 Ah

and zero otherwise
xhq;r A binary decision variable that takes the value

of one if MHE h moves from node q to node r,
where q; rð Þ 2 Ah

ymij A binary decision variable that takes the value of
one if operation i precedes operation j on machine
m, and zero otherwise

αk Index of the first operation of job k, which is a
dummy operation used to represent the loading
of raw material at the load station

thq;r Travel time from node q to node r for MHE h,
where q; rð Þ 2 Ah

ωk Index of the last operation of job k, which is a
dummy operation used to represent the unloading
of finished parts at the unload station
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