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Abstract A better understanding of heat partition between the
tool and the chip is required in order to produce more realistic
finite element (FE) models of machining processes. The
objectives are to use these FE models to optimise the cutting
process for longer tool life and better surface integrity. In this
work, orthogonal cutting of AISI/SAE 4140 steel was
performed with tungsten-based cemented carbide cutting
inserts at cutting speeds ranging between 100 and 628 m/min
with a feed rate of 0.1 mm/rev and a constant depth of cut of
2.5 mm. Cutting temperatures were measured experimentally
using an infrared thermal imaging camera. Chip formation was
simulated using a fully coupled thermo-mechanical finite
element model. The results from cutting tests were used to
validate the model in terms of deformed chip thickness and
cutting forces. The coupled thermo-mechanical model was
then utilised to evaluate the sensitivity of the model output to
the specified value of heat partition. The results clearly show
that over a wide range of cutting speeds, the accuracy of finite
element model output such as chip morphology, tool–chip
interface temperature, von Mises stresses and the tool–chip
contact length are significantly dependent on the specified
value of heat partition.

Keywords Heat partition . Thermo-mechanical modelling .

Finite element method . Chip formation

1 Introduction

An understanding of the material removal process is necessary
when aiming to increase the dimensional accuracy and the

surface integrity of a machined product. To enhance product
dimensional accuracy and surface integrity, the effect of heat
partition (into the cutting tool and the chip during cutting) on
the deformation of the machined workpiece, the chip shape,
the cutting force and the stress distribution must be under-
stood. Although there have been numerous studies on
orthogonal cutting, little research effort has been made in
exploring the effects on the cutting process of heat partition
into the cutting tool. In this research work, finite element
method (FEM) has been used to simulate chip formation in the
machining process. The validated model is then used to predict
machining attributes which are affected by heat partition.

1.1 A review of previous work on heat partition
between the tool and the chip

The heat that flows into the cutting tool during dry turning is
an important factor which influences tool wear mechanisms,
tool performance and quality of the machined part. Blok’s
principle [1] has been widely used in the analytical
investigation of temperatures generated in metal cutting. It
models two bodies, one stationary and the other moving with
a relative velocity. This principle can be employed to solve
the problem of heat partition at the tool–chip interface by
matching the temperature between the chip and the tool.
Chao and Trigger [2] used Blok’s partition principle, but
were not successful in achieving an interface temperature rise
on the chip in agreement with that on the tool. Komanduri
and Hou [3] furthered the functional analysis approach based
on the idea of Chao and Trigger [2]. Huang and Liang [4]
used a non-uniform heat intensity along the tool–chip
interface in their model and determined heat partition using
the lengths of sticking and sliding zones from other studies.
Karpat and Ozel [5, 6] determined heat partition based on a
non-uniform heat intensity and calculated the actual lengths
of sticking and sliding zones empirically for a carbide tool.
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Reported numerical values for heat partition in machin-
ing are summarised in Table 1. According to Loewen and
Shaw [7], heat transmitted into the tool varies between 40%
and 20% when machining SAE B1113 free cutting steel
with a K2S carbide tool at cutting speeds of 30 to 182 m/
min. Takeuchi et al. [8] have reported that 10% to 30% of
the total heat generated enters the tool. They applied this
assumption in machining of carbon steel (C=0.55%) using
P15 carbide tooling at a cutting speed of 100 m/min.
According toWright et al. [9], 10% to 20% of heat generated
at the rake face flows into the tool when machining annealed
low carbon iron with M34 high-speed steel at cutting speeds
ranging from 10 to 175 m/min. Casto et al. [10] reported that
between 56% and 24% of heat was transmitted into the tool
when machining AISI 1040 with a P10 sintered carbide
insert at cutting speeds of 99 to 240 m/min. Grzesik and
Nieslony [11] estimated that the fraction of heat going into
the tool varied from 35% to 20% when using multilayer
coated tools, but changed from 50% to 40% for uncoated
carbide tools in the range of cutting speeds of 50 to
210 m/min for the workpiece material AISI 1045.
Abukhshim et al. [12] evaluated the heat partition coefficient
for the tool in machining of AISI/SAE 4140 steel using P20
carbide tools to vary between 50% and 15% in conventional
machining at cutting speeds of 200 to 600 m/min.

From Table 1, it is also noted that most researchers have
assumed for the FEM models the value of heat partition
into the cutting tool and chip as 50% [13–27]. Mabrouki
and Rigal [28] calculated the heat partition into the cutting
tool as 65% and used this value in their simulations when
using the ABAQUS software to model the turning of AISI
4340 steel. Ng et al. [29] used heat partition into the cutting
tool as 48% and 59% and used these values in their
simulations using the code FORGE2 to model the turning
of hardened AISI H13 in which continuous chips were
obtained. Zong et al. [30] calculated the heat partition into
the diamond tool as 72% and used this value in their
simulations when using the updated Lagrangian formulation
to simulate the turning of OFHC copper. Mohamed et al. [31]
calculated heat partition value analytically between the tool
and the chip to be 60% and 40%, respectively, and used
these values in their simulations when using the ABAQUS
software to model the turning of AISI 316L steel.

Machining is a coupled thermo-mechanical process.
Although there are many significant studies [16, 17, 32–
35] presenting different methodologies in studying chip
formation, there are only a few focussing on thermo-
mechanical effects. Additionally, in finite element model-
ling of the machining process, most researchers assume that
heat partition into the cutting tool and the chip is equal, as
shown in Table 1. This has been supported by the fact that
heat partition into the tool and the chip has not always been
considered as a crucial input to FE models.

In this paper, an explicit two-dimensional FE model has
been developed to analyse turning of AISI/SAE 4140 steel
using a carbide cutting tool. Heat partition obtained from
matching FE temperatures with experimentally measured
temperatures is used in a coupled thermo-mechanical
model. Orthogonal cutting experiments are used to validate
the model in terms of deformed chip thickness and cutting
forces. The validated FE model is then used to study the
sensitivity of heat partition values.

2 Experimental investigations

2.1 Experimental details

The cutting tests were performed on a Dean Smith and
Grace Lathe machine. A Kistler cutting force dynamometer
model 9263 was used to measure the cutting forces. The
inserts used were tungsten-based uncoated cemented
carbide, Sandvik grey which have geometry designated
as TCMW 16T304 (ISO grade P10; triangular shape
insert with 0.4-mm nose radius, 3.97-mm thickness and
7° clearance angle). Inserts without chip breaker were
selected so that the tool–chip contact length was not
constrained. The tool holder used was Sandvik STGCR
2020K-16.

A pre-bored workpiece made of AISI/SAE 4140 (23.9
HRC) high tensile strength alloy steel was used with an
external diameter of 200 mm and 2.5-mm tube thickness.
The experimental setup is shown in Fig. 1. The orthogonal
cutting arrangement was such that the tool approach angle
was 90° and the undeformed chip thickness was equal to
the feed rate. The depth of cut was set by the thickness of
the pre-bored workpiece material. A close-up view of the
triangular insert and workpiece is shown in Fig. 1. Due to
the dynamic nature of the cutting process, the chip is not
displayed. The cutting tests were performed at six different
cutting speeds of 100, 197, 314, 395, 565 and 628 m/min.
These cutting speeds were set by the available revolution
per minute on the conventional lathe. A new cutting edge
was used for every cutting speed. The feed rate and depth
of cut were kept constant at 0.1 mm/rev and 2.5 mm,
respectively. The process parameters, as summarised in
Table 2, were selected as appropriate to the cutting tests for
the highest cutting speed used.

2.2 Experimental temperature measurements

Various experimental techniques have been developed and
utilised to study cutting temperatures [36–44]. It appears
from literature that infrared thermal imaging is a useful
technique for obtaining temperature distributions in cutting.
In the current work, temperatures are measured using an
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infrared (IR) thermal imager FLIR ThermaCAM® SC3000,
a long wave and self-cooling analysis system. This package
allows extensive analysis of highly dynamic objects and
events typically found in metal machining research appli-
cations. The main advantages for the present application are
due to a small target size and high spatial resolution
achievable with IR cameras. The IR camera used in this
study is FLIR ThermaCAM® SC3000 which has a thermal
sensitivity of 20 mK at 30°C, an accuracy of 1% or 1°C for
temperatures up to 150°C and 2% or 2°C for temperatures
above 150°C. The quantum well infrared photon detector
has a spectral range of 8 to 9 µm with a resolution of 320×
240 pixels. The system provides an automatic atmospheric
transmission correction for temperature based on the input
distance from the object, atmospheric temperature and

relative humidity. A continuous electronic zoom (one to
four times) is also provided. The system can acquire images
in real time or at high speed (up to 750 Hz) with a reduction
of the picture size so that each frame contains more than
one image. The captured images are transferred to a
dedicated PC with special built-in ThermaCAM® analysis
software (provided by FLIR System). The target diameter
was 2.5 mm. The spatial resolution of the system depends
essentially on the spectral range (8 to 9 µm) of the IR
camera, the instantaneous field of view of the camera and
the microscope lens.

The infrared thermal imager, FLIR ThermaCAM®
SC3000, was mounted near the machine turret and placed
in view of the tool rake face during the cutting tests, as
shown in Fig. 1. The camera was positioned at a distance of

 

 
 

 

 

 

 

Dynamometer 

Thermal imaging 
camera Workpiece tube 

AISI/SAE 4140 

Triangular insertap 

Tool holder 

Fig. 1 Experimental setup

Machine tool Dean Smith & Grace Lathe machine (1910T lathe), UK

Workpiece material AISI/SAE 4140 (23.9 HRC)

Workpiece size 200-mm external diameter and 2.5-mm tube thickness

Cutting insert TCMW 16T304 (ISO grade P10)

Tool holder STGCR 2020K-16

Cutting velocity, Vc 100, 197, 314, 395, 565 and 628 m/min

Feed rate, f 0.1 mm/rev

Depth of cut, ap 2.5 mm

Environment Dry orthogonal machining

Table 2 Summary of experi-
mental conditions
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35 cm from the tool workpiece interface in order to avoid
any damage by the chips. The real temperature of an object
depends on the emissivity of the material which is of
particular concern when a thermal imaging camera is used.
An accurate calibration of the thermographic system was
carried out to find the emissivity values of the cutting tool
material. The sample was heated to temperatures ranging
from 100°C up to 900°C in an oven. A thermal imaging
camera was used to read the insert temperature, and the
emissivity was adjusted until the temperature reading of the
thermal imager matched a thermocouple reading. For exam-
ple, the average thermal emissivity of the uncoated cemented
carbide tool insert was determined to be 0.48 at 700°C.

3 Finite element modelling

For FE analysis, plane strain conditions were assumed, as
in almost all the previous studies [13, 14, 19–22, 27, 28,
31]. As the cutting width (2,500 µm) was much larger than
the undeformed chip thickness (100 µm), this assumption
was justified. In view of the large elastic modulus
(534 GPa) of the tool material relative to that of the
workpiece (210 GPa), the cutting tool was taken to be
perfectly rigid.

The orthogonal cutting process was simulated using a
two-dimensional model in ABAQUS/Explicit (version 6.6-
1) to analyse turning of AISI/SAE 4140 (23.9 HRC) steel
using a carbide cutting tool. Input requirements for the
model included tool and workpiece geometry, tool and
workpiece mechanical and thermal properties and boundary
conditions. A two-dimensional model of the cutting edge,
which includes chip formation, is shown in Fig. 2. A
separation path was defined in the workpiece along which
chip separation criteria were specified, thereby forming the
chip. Fully coupled thermo-mechanical FE simulations are
not able to follow the machining process up to steady-state
conditions, as in order to keep the CPU time within
reasonable limits, only a few milliseconds of the process
can be simulated. Therefore, the workpiece length was
taken as 2 mm, its height as 0.4 mm and a feed rate of
0.1 mm/rev, as shown in Fig. 2. The cutting tool had a
clearance angle of 7°, rake angle of 0° and a height of
0.8 mm. The simulations were performed at six different
cutting speeds of 100, 197, 314, 395, 565 and 628 m/min.

3.1 Material flow properties

According to a comparative analysis described by Shi and
Liu [26], Johnson–Cook model is one of the most
convenient material models which also produces excellent
results describing the material behaviour and chip forma-
tion [45]. Also, Johnson–Cook model has been used

successfully in high-speed machining region [17, 46, 47].
Therefore, in this work, the Johnson–Cook [48] constitutive
model was used to predict the post-yield behaviour of AISI
4140 (23.9 HRC) steel. This model has been used in
previous studies [49–51], particularly for AISI 4140
workpiece material. It is given by Eq. 1, as follows:

s ¼ Aþ B"nð Þ 1þ C ln
"
�

"0
�

 !" #
1� q � qroom

qmelt � qroom

� �m� �
ð1Þ

where "
�
is plastic strain rate, " is equivalent plastic strain,

"0
�

is reference strain rate, A is initial yield stress, B is
hardening modulus, C is strain rate dependency coefficient,
n is work hardening exponent, m is thermal softening
coefficient, θ is the process temperature, θmelt is the melting
temperature of the workpiece and θroom is the ambient
temperature (25°C). An elastic–plastic workpiece material
model was selected in ABAQUS/Explicit to describe the
behaviour of the workpiece material as a function of strain,
strain rate and temperature. The reference strain rate ("0

�
)

value was taken as 1.0 s−1 as suggested by Soo and
Aspinwall [52] and Liang and Khan [53]. This reference
value has also been used in many previous studies [28, 30,
31, 45, 54]. The actual material strain rate in cutting can
achieve in order of 104 s−1 or higher. The Johnson–Cook
flow model parameters for AISI 4140 were experimentally
determined by Pantale et al. [55] as a function of strain,
strain rate and temperature are as follows: A=595 MPa, B=
580 MPa, C=0.023, n=0.133 and m=1.03. The thermo-
physical properties of the workpiece and the cutting tool
materials are listed in Table 3.

3.2 Chip separation criteria

There are two commonly used criteria, a geometrical
criterion and an equivalent plastic strain criterion, to
separate the chip from the machined surface in finite
element analysis. Some authors have adopted the former
separation criterion [29, 58]. The geometric criterion is
convenient to use, but its physical meaning is not well
established. Therefore, an equivalent plastic strain criterion
was adopted in this study. This has become popular and
effective in modelling chip separation of metal cutting [28,
33, 59]. According to this criterion, the material fails when
the equivalent plastic strain reaches a critical value. This
criterion was modelled in ABAQUS/Explicit according to a
cumulative damage law given by Eq. 2 [48] as:

D ¼
X Δ"

"f

� �
ð2Þ

where D is the damage parameter, Δ"is increment of the
equivalent plastic strain and "f is equivalent stain at failure.
According to the Johnson–Cook model [48], Δ" is updated
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at every load step, and "f is the equivalent strain at failure
which is expressed by Eq. 3,

"f ¼ D1 þ D2 exp D3
P

s

� �� �
1þ D4 ln

"
�

"
�
o

 !" #
1þ D5

q � qroom
qmelt � qroom

� �� �

ð3Þ
and depends on the equivalent plastic strain rate "

�
, ratio

"
�
= "0

�
, ratio of hydrostatic (pressure) stress to equivalent

stress P=s and temperature (θ). The values of failure

constants D1, D2, D3, D4 and D5 were experimentally
determined by Pantale et al. [55] for AISI 4140 steel as 1.5,
3.44, −2.12, 0.002 and 0.1, respectively. This cumulative
damage model is used to perform chip detachment. It is
based on the value of the equivalent plastic strain evaluated
at element integration points; failure is assumed to occur
when damage parameter D, given by Eq. 2, exceeds 1.
When this condition is reached with an element, the stress
components are set to zero at these points and remain zero
for the rest of the calculations. The hydrostatic pressure

Table 3 Thermal and mechanical properties of the workpiece and the cutting tool materials [36, 56, 57]

At temperature (°C) 100 200 300 400 500 600 700 800

Properties of workpiece (AISI/SAE 4140)

Young’s modulus (GPa) 210

Poisson’s ratio 0.29

Density (kg/m3) 7,850

Coefficient of expansion (μm m−1 °C−1) 13.7

θmelt (melting temperature, °C) 1,520

θroom (room temperature, °C) 25

Thermal conductivity (W/m °C) 42.67 41.83 40.58 38.91 36.40 33.89 30.96 26.36

Specific heat capacity (J/kg °C) 473.10 489.80 506.60 527.50 548.41 577.70 611.27 690.82

Properties of cemented carbide cutting tool

Young’s modulus (GPa) 534

Poisson’s ratio 0.22

Density (kg/m3) 11,900

Coefficient of expansion (μm m−1 °C−1) –

θmelt (melting temperature, °C) –

θroom (room temperature, °C) 25

Thermal conductivity (W/m °C) 40.15 44.35 48.55 52.75 56.95 61.15 65.35 69.55

Specific heat capacity (J/kg °C) 346.01 358.01 370.01 382.01 394.01 406.01 418.01 430.01

0.8

2

0.1 

0.4 

0.2

7o

Cutting velocity (Vc) 

Cutting zone 

Workpiece 

Tool 

Fig. 2 Model and its dimen-
sions used for cutting simula-
tions (all dimensions are in
millimetres)

496 Int J Adv Manuf Technol (2010) 46:491–507



stress is required to remain compressive; that is, if a
negative hydrostatic pressure stress is computed in a failed
material point during an increment, it is reset to zero [60].

3.3 Analysis

The cutting process is a dynamic event which produces
large deformations within a few of increments, resulting in
massive mesh distortion and sometimes in the termination
of the simulation. It is critically important, therefore, to use
adaptive meshing with fine-tuned parameters in order to
simulate plastic flow over the cutting tool. This requires the
intensity, frequency and sweeping of adaptive meshing to
be optimally adjusted in order to maintain the stability of
the mesh during the simulation of the cutting process.

An explicit dynamic procedure for a fully coupled
thermal stress analysis method was used. It has the
advantages of higher computational efficiency for large
deformation and highly nonlinear problems such as
machining. Machining, as a coupled thermal–mechanical

process, generates heat to cause thermal effects which strongly
influence mechanical behaviour. Thus, a fully coupled thermal
stress analysis, in which a temperature solution and a stress
solution proceed simultaneously, is applied.

3.4 Element type and boundary conditions

A four-node plane strain quadrilateral element, designated
as CPE4RT in ABAQUS/Explicit, was used for the coupled
temperature-displacement analysis with automatic hour-
glass control and reduced integration. Hourglass control
was mandatory due to high element deformation. The
workpiece consisted of 9,774 nodes and 9,180 elements,
and the tool consisted of 210 nodes and 180 elements when
undeformed chip thickness was 0.1 mm. The initial
configuration of the model with constraints is shown in
Fig. 3. The workpiece nodes on the bottom and left edge
were constrained both vertically and horizontally, whilst the
nodes on the left edge were also constrained vertically and
horizontally. The tool was constrained against vertical

Workpiece

Cutting tool
Fig. 3 Initial mesh configura-
tions with constrains

Fig. 4 Conditional link elements in the finite element model
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displacement and rotation. The dimensions of the work-
piece were set to be large enough to maintain steady-state
cutting. A higher mesh density was used in the potential
chip regions, with mesh density decreasing towards the
bottom edge of workpiece. In a coupled temperature-
displacement analysis with ABAQUS/Explicit, displace-
ments and temperatures are nodal variables. It is important
to maintain the conditioning of the mesh, as machining is a
dynamic event with considerable changes in geometry. This
was achieved using an adaptive re-meshing technique. In
this strategy, in order to save calculation time, the damage
criterion is only applied to a localised contact zone, as
shown in Fig. 4. The total simulation cutting time was
0.4 ms, with a length cut of 2 mm. The average
computation time for each simulation was approximately
31 h on a 3.00-GHz workstation with 2-Gb RAM.

3.5 Modelling of tool–chip interface contact

The interaction between the cutting tool and the chip is a
complex contact problem. Experimental observations have

shown that there are usually two distinct regions on the rake
face of the cutting tool, i.e. sticking and sliding regions. The
interactions between the tool and the chip were analysed by
considering contact behaviour which transmits normal and
frictional stresses to the interfacial region. Modelling of the
tool–chip interface friction was based on Coulomb’s friction
law which is defined by Eqs. 4 and 5. The formulation
involves equivalent shear stress (τmax), the friction coeffi-
cient (μ) and the frictional stress (τf) along the tool–chip
interface. The friction module available in ABAQUS was
employed in the friction model. This friction model has been
used in many previous studies [27, 28, 33, 47], given as:

tf ¼ mp when mp < tmax sliding frictionð Þ ð4Þ

tf ¼ tmax when mp < tmax sticking frictionð Þ ð5Þ
where p is the normal stress along the tool rake face. The
estimation of friction coefficient (μ) in Eq. 6 along the tool–
chip interface for each cutting condition is based on the
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experimental measurement of cutting force during orthog-
onal cutting as:

m ¼ Ff cos g þ Fc sin g
Fc cos g � Ff sin g

ð6Þ

where Fc and Ff are the measured forces in the cutting
velocity and feed directions, respectively, and γ is the rake
angle. Equivalent shear stress (τmax) can be estimated as the
ratio of the measured feed force (when rake angle is equal
to zero) to the seized area of the contact on the tool rake
face [61].

3.6 Heat generation and heat partition between the tool
and the chip

There are three sources for heat generation in metal cutting,
material plastic deformation, chip friction and friction in the
clearance face. Most of the plastic deformation energy is
converted into heat, which is usually between 85% and
95% [19]. This percentage was taken as 90% in the current

work, which has been widely used and reported in literature
[19, 62, 63].

The heat generation module available in ABAQUS/
Standard was employed for heat partition between the tool
and the chip. Heat partition into the cutting tool was
obtained using the hybrid FEM experimental approach as
described by the authors in [36]. FEM was used as a tool in
an inverse procedure aimed to identify the percentage of
heat flowing into the cutting tool.

The algorithm was based on the following steps:

1. Compute for each experimental test the non-uniform
heat flux value at the tool–chip interface.

2. Apply 100% of the heat flux in the FE model (uniform
or non-uniform depending on contact phenomenon) as
thermal load on the tool–chip contact area.

3. Reduce the applied heat flux until the measured and
simulated temperatures are matched at the three points.
This value is taken as heat partition into the cutting tool.

Figure 5 compares heat partition into the cutting tool (RT)
for uncoated carbide cutting tools from the combined FEM
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experimental approach and multiple-points matching. In the
cutting speed range of 100 to 395 m/min, the heat partition
coefficient obtained for uncoated cemented carbide tools
varies from 41% down to 17%. When the cutting speed is
increased above 395 m/min, the nature of the contact
changes and the tool–chip contact length, and hence the
contact area, increases for uncoated tools. As a conse-
quence, Fig. 5 shows that the fraction of heat flowing into
the uncoated cemented carbide tool gradually increases
with the cutting speed and reaches 21% at 628 m/min.

Moreover, Fig. 5 shows a notable change in trend at
400 m/min. The mechanism for the change in heat partition
when the cutting speed approaches 400 m/min needs further
investigation. However, the tool–chip contact area has been
found to be a dominant influence on heat partition. The
cutting speed of 400 m/min represents the transition zone
(between conventional and high-speed machining) where
the trend for a reduction in the contact length with cutting
speed, as experienced in conventional machining [64, 65],
changes and starts to increase. This is driven by the change
in the sliding contact phenomenon. This trend has been
reported in an earlier work by Abukhshim et al. [66].

4 Results and discussion

4.1 Model validation

4.1.1 Deformed chip thickness

Figure 6a, b shows a scanning electron microscope (SEM)
image of the chip obtained from the experiments and from

simulation, respectively, when turning at 314 m/min. The
FE model was first validated by comparing the experimen-
tally obtained deformed chip thickness with FE results, as
shown in Fig. 7. A good agreement between the predicted
and the experimentally measured chip thickness was
obtained. In general, the deformed chip thickness predicted
by the model is lower than the experimental values. These
deformed chip thickness data are used here to validate the
FE model.

4.1.2 Cutting forces

Figure 8 shows the variation of the cutting and feed force
components with time, as obtained from FE simulation at a
cutting speed of 395 m/min. The cutting and feed forces
had reached steady-state condition at the time of 0.00016 s.
This justifies the use of 0.4-ms model run time in FE
analysis.

As shown in Figs. 9 and 10, a good agreement is
obtained between the predicted and measured forces for all
cutting speeds. For the whole range of cutting speed, the
relative percentage difference in the cutting force (Fc)
prediction is 3% and 10% in the feed force (Ff). It can be
seen that a better match is obtained for the cutting force,
whilst the feed force is generally under-predicted for the
whole range of cutting speeds. The discrepancy is in part
due to the simplified Coulomb friction model employed to
define the interaction between the tool and chip during
machining. The model gives fairly good predictions in
terms of the absolute error. Thus, the finite element model
is considered to be satisfactorily validated and is used
further to analyse the contribution of other relevant cutting
parameters.

4.2 Shear angle

The shear angle (�) is given as a function of rake angle and
chip compression ratio, as in Eq. 7 [67].

f ¼ tan�1 cos g
lh � sin g

� �
ð7Þ

where γ is the rake angle and 1h is the chip compression
ratio defined as:

lh ¼ tc
t

ð8Þ

where tc is the chip thickness after cutting and t is the
undeformed chip thickness. In this study, the primary shear

15

17

19

21

23

25

27

29

31

0 100 200 300 400 500 600 700

Cutting velocity (m/min)

S
he

ar
 a

ng
le

 (
de

g.
)

Evaluated from experimental data

Predicted from FE model
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Table 4 Percentage differences of the shear angle between FE results and evaluated values (from experimental data)

Cutting speed (m/min) 100 197 314 395 565 628

Difference (%) 6.7 2.2 1.6 −1.1 2.1 3.7
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zone has been considered as a thin band. For each
simulation, the shear angle is determined using a graphic
CAD window (AutoCAD software) as shown in Fig. 11.
Figure 12 shows a comparison between the predicted and
the evaluated (from experimental data) shear angle. The
shear angle increases with the cutting speed from 100 to
565 m/min and then stabilises at 628 m/min. The
percentage differences of the shear angle between FE
results and evaluated values (from experimental data) are
given in Table 4.

4.3 Tool–chip interface temperature

4.3.1 Influences of cutting speed on temperature
distributions

Figure 13a, b shows isotherms in the workpiece, the chip
and the tool at the cutting speeds of 314 and 395 m/min,
respectively, when modelling the uncoated carbide cutting
tool. As can be seen, although the temperature around the
middle of the shear plane is fairly constant, the temperature
at the tool–chip interface is much higher. At 314-m/min
cutting speed, a maximum temperature of 739°C was
predicted in the chip sliding region on the tool–chip
interface. At the point where the chip curled away from
the rake face, the temperature decreased. The profiles of the
isotherms were almost similar for all simulated conditions;
however, the magnitude of the isotherms differed. The
temperature distribution at the tool increased with the
increase of cutting speed.

4.3.2 Comparison between numerical and experimental
temperature values

The average tool–chip interface temperature increased, as
expected, with higher cutting speed. Figure 14 shows the
effect of cutting speed on the average tool–chip interface
temperature for both FE simulations and the experimental
data obtained from thermal imaging infrared camera. The

tool–chip interface temperature output from the FE model
was obtained by summation of nodal temperatures on the
surface of the chip divided by the number of nodes.

As shown in Fig. 14, the average temperature at the
tool–chip interface is generally lower than the temperature
measured by the thermal imagining camera for each cutting
speed. However, the average difference between model
results and the experimental data was small for each cutting
speed. Table 5 shows the percentage differences of the
average tool–chip interface temperature predicted by FE
model and experimental values.

4.4 Sensitivity of FE model to heat partition

As mentioned earlier, most researchers have assumed for
FE models a value of heat partition into the cutting tool and
chip as 50%. The validity of this assumption has to be
tested. In order to determine the sensitivity of fraction of
heat going into the cutting tool (RT), 18 numerical tests
were carried out at three different cutting speeds of 100,
395 and 628 m/min for six different RT values of 0, 0.2, 0.4,
0.6, 0.8 and 1. This was to analyse the numerical sensitivity
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Fig. 13 Isothermal lines around the tool, chip and the workpiece for cutting speeds at a 314 and b 395 m/min
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tally measured tool–chip interface temperatures
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of RT to chip morphology, temperatures, von Mises stresses
and the tool–chip contact length.

4.4.1 Analysis of the tool–chip interface temperature

Figure 15 shows the effect of heat fraction into the tool (RT)
on temperature field and chip morphology. A smaller heat
fraction (RT) produces more curled and continuous chips, as
more heat transfer into the chip causes an increase in the
thermal stresses in the chip. It is also observed from Fig. 16
that a lower value of RT decreases the temperature in the
active part of the tool. Therefore, from an industrial point of
view, it is interesting to choose a condition (such as coated
tool materials with appropriate process parameters) which
allows the removal of heat by the chip and hence save the
tools from damage. From a practical point of view, the
choice of a tool insert with poor thermal characteristics or a
good thermal insulation can induce an entrapment of heat in
the chip and therefore influence its morphology.

The average temperature along the chip tool contact length
is shown in Fig. 16. It is observed that as heat partition into
the cutting tool increases, the average temperature along the
chip tool contact length increases by a small amount.

4.4.2 Analysis of the workpiece von Mises stress

Figure 17a–c shows the variation of equivalent (von Mises)
stresses as a function of fraction of heat going into the
cutting tool (RT). It is observed that a decreasing RT does
not significantly influence the von Mises stress in the
primary and secondary deformation zones.

However, the area where the effect is more pronounced
is the tool–chip zone. In this area, higher values of von
Mises stresses existed and the stress contours are extended
into the machined surface of the workpiece as heat partition
decreases. A lower value of RT produces higher stresses in
the workpiece. It is desirable, therefore, to choose a
condition which allows a total removal of heat by the chip
in order to avoid damage to the cutting tools.

4.4.3 Analysis of the tool–chip contact length

The tool–chip contact length along the rake face of the
cutting tool can be affected by mechanics of machining,
heat generation and heat partition into the cutting tool. In
this study, the tool–chip contact length of the worn carbide
cutting inserts was obtained at different cutting speeds from
a SEM. Sample SEM images of the worn insert are shown

(b) RT = 0.4 

100 µm 

(c) RT = 1 

100 µm 

(a) RT = 0 

100 µm 

Fig. 15 Effect of heat fraction RT on temperature distribution (°C) at
100 m/min a RT=0, b RT = 0.4 and c RT=1

Table 5 Percentage differences of the average tool–chip interface temperature between FE results and experimental values

Cutting speed (m/min) 100 197 314 395 565 628

Difference (%) −15.3 −14.3 −2.4 −5.5 −3.3 −4.5
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in Fig. 18. Figure 19 presents the calculated tool–chip
contact length obtained from the SEM images of the worn
inserts at different cutting speeds for carbide cutting tools.
It is observed that the contact length is significantly affected
by the cutting speed.

The effect of heat partition into the cutting tool (RT) on
the tool–chip contact length is shown in Fig. 20 for cutting
speeds of 100, 395 and 628 m/min. It is observed that
variation of RT also influences the tool–chip contact length
which increases with increasing RT. Comparing the tool–
chip contact length within the bounds of heat partition (RT=
0 and RT=1), the average tool–chip contact length increases
by 25%, 37% and 36% for cutting speeds of 100, 314 and
628 m/min, respectively.

The sensitivity analysis appears to underestimate the
tool–chip contact length (inferring from Figs. 5, 19 and 20).
Prediction of contact phenomenon strongly depends on the
friction rules and heat flux distribution. Modelling of the
tool–chip contact length can be further improved, as in this

 
(a) (b)

 
(c)

RT = 0.4 

Tool  

100 µm 

RT = 0 

Tool  

100 µm 

RT = 1 

Tool  

100 µm 

Fig. 17 Effect of heat fraction RT on the equivalent (von Mises) stress (N/m2) at 100 m/min a RT=0, b RT=0.4 and c RT=1
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paper, a simplified Coulomb friction model was employed
to define the interaction between the tool and the chip
during machining. Improvements are needed in modelling
the material behaviour and contact algorithms.

Moreover, the sensitivity analysis as presented shows
how cutting temperature and tool–chip contact length
correlate with heat partition. In an earlier publication, heat
partition was found to be strongly dependant on contact
phenomenon such as the tool–chip contact area [36]. The
tool–chip contact area follows a similar trend to the tool–
chip contact length as shown in Fig. 19.

5 Conclusions

This paper presents results of a coupled thermo-mechanical
analysis with the aim of studying the influence of the

fraction of heat going into the tool on the cutting process
using a FE model. The model is based on realistic heat
partition established by iteratively reducing the heat flux in
order to match the predicted and experimental temperatures
at multiple points in the contact zone. The deformed chip
thickness, cutting forces, shear angle and the tool–chip
interface temperature predicted by the FE model have
shown good agreement with experimentally measured data,
thereby validating the model.

The model is used to test the widely accepted practice of
assuming a heat partition value in FE models. From a
practical point of view, it is required to choose conditions
which allow the removal of heat by the chip in order to save
the cutting tools from thermal damage. In this study, the
effect of heat partition into the cutting tool (RT) on the tool–
chip interface temperatures, von Mises stresses and the
tool–chip contact length is quantified. If a low fraction of
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Fig. 19 Variation of the experimentally measured tool–chip contact
length with the cutting speed
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Fig. 18 Scanning Electron Microscope images of the tool–chip length of uncoated carbide cutting tool at cutting speeds of a 100 m/min and b
628 m/min
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heat going into the cutting tool is assumed, the tool side
tool–chip interface temperature is significantly reduced.
The results also show that heat partition can significantly
modify the tool–chip contact area and hence affect the
capability of FE model to adequately represent the process.
Based on these results, it can be concluded that the
machining process needs an accurate determination of heat
partition between the tool and the chip. Heat partition
should not be treated as a non-critical input which can be
routinely assumed, as is the case with most FE models
previously developed and used to simulate machining
processes.

A, B, C, m, n Johnson–Cook flow stress model
parameters

ap Depth of cut (mm)
D1, D2, D3, D4, D5 Johnson–Cook damage law

parameters
Fc Cutting force (N)
Ff Feed force (N)
f Feed rate (mm/rev)
p Normal stress acting on the

tool (N/mm2)
RT Fraction of heat conducted into

the tool
t Undeformed chip thickness (mm)
tc Actual chip thickness (mm)
Vc Cutting velocity (m/min or m/s

as defined)
γ Rake angle (deg)
1h Chip compression ratio= tc/t
µ Friction coefficient
θ Operating temperature (°C)
θmelt Melting temperature of the

workpiece (°C)
θroom Room temperature (°C)
� Shear angle (deg)
ρ Density (kg/m3)
t f Frictional stress along the

tool–chip interface (N/mm2)
tmax Equivalent shear flow stress

(N/mm2)
s Equivalent flow stress or the

workpiece material (N/mm2)
"
�

Plastic strain rate (s−1)
" Equivalent plastic strain
"0
�

Reference strain rate (s−1)
Δ" Increment of the equivalent plastic

strain
"f Equivalent strain at failure
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