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Abstract This article presents a near time-optimal
and jerk-constrained trajectory planner. The presented
work is an extension to the “proximate time-optimal
algorithm” (Pardo-Castellote and Cannon, IEEE Int
Conf Robot Autom 2:1539–1546, 1996), which is used
to determine smooth and near time-optimal path-
constrained trajectories, to problems where not only
the velocity and the acceleration but also the jerk are
explicitly constrained. It is shown that the constraint
on the jerk translates into limits for the curvature of
the phase-space velocity. As high-speed motion systems
become more and more accurate, the trend goes clearly
towards jerk-constrained trajectory calculation to avoid
large deviations from the planned trajectory during the
complete move. The proposed algorithm is nonpertur-
bative and its calculation time is linear with respect to
the length of the path.

Keywords Path planner · Motion control ·
Jerk-constrained · Trajectory · Time-optimal

1 Introduction

A modern micromanipulator is able to perform com-
plex moves over a distance from start to end point of
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several millimeters with a path following accuracy in
the micrometer range. Dozens of motion sequences in
an arbitrary dimensional space, defined by the motion
axes, are performed per second. Start and end position
of those are often determined by camera systems only
milliseconds before the move has to start.

The fact that the placement accuracy of a modern
micromanipulator has to be in the submicron range has,
of course, implications on the control system of the ma-
nipulator. One possibility to decrease the deviation of
the manipulator from the planned path during its moves
is to consider the motor-constraints for the calculation
of the trajectory. Even though this may sound trivial, its
implementation is less straightforward than expected.

The goal of this work was to develop and implement
an algorithm that is able to compute a near time-
optimal trajectory for an almost arbitrary smooth path.
This paper presents an extension of the “proximate
time-optimal algorithm,” which was presented in [6].
One of the advantages of this algorithm is its com-
putational efficiency, which is based on the fact that
the method is nonperturbative. The proximate time-
optimal algorithm had already been successfully ap-
plied to problems with constrained velocity and accel-
eration, but not yet to systems that are also explicitly
subjected to a limited jerk. This paper describes how
this modification can be incorporated in the mentioned
algorithm and shows that it leads to excellent results.

2 Problem statement

Given a specified smooth geometric path and a manip-
ulator moving along this path, the problem consists in
finding a trajectory that minimizes the necessary time
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along the path without violating the given constraints of
the motor that drives the manipulator. This is a classical
robotic trajectory/motion-planning problem, namely,
a time parameterization of a geometric path (see
Section 3). Assuming the path to be given as xp(s),
whereas xp = (x, y, z) denotes a vector in the three-
dimensional space with parameterization s ∈ [s0, s f ],
the goal is now to find a function s(t) that minimizes
the time

T =
∫ s f

s0

1

ṡ(s)
ds (1)

with ṡ = ds
dt denoting the time derivative of s (see [1, 8]).

A lot of work has already been done in this field
[2, 6, 10], and multiple solutions exist for the case with
constrained velocity v and acceleration a.

vmin ≤ dxp

dt
(t) ≤ vmax ∀t (2)

amin ≤ d2xp

dt2
(t) ≤ amax ∀t (3)

In this work, a further constraint is considered, which
increases the complexity of the solution to the problem
noticeably: A specific maximum and minimum jerk
must not be violated.

jmin ≤ d3xp

dt3
(t) ≤ jmax ∀t (4)

For example (see also Section 5):

vmax = (0.8, 0.8, 0.8) m/s = −vmin (5)

amax = (100, 100, 400) m/s2 = −amin (6)

jmax = (80,000, 80,000, 40,000) m/s3 = −jmin (7)

The reasons and benefits of applying a finite jerk as
an additional constraint are manifold:

– To minimize the deviation from the planned path
– To minimize the excitation of vibrations in general
– To ensure that the motor is able to provide the

requested current fast enough

The constraint in jerk is intrinsic to many actuator
systems, especially when they are based on voice-coil
motors. As the jerk is the change of acceleration per
time, it corresponds to the change of current per time
if disturbances and internal losses are negligible. It is
evident that the current cannot reach a certain level
immediately. Therefore, it is important to take the
constraint on the jerk into account especially when the
maximum tolerated deviation from the planned path is
very small.

In addition to the higher complexity due to the jerk-
constraint, the algorithm should be rather efficient in
order to be useful for a fully programmable and vision-
guided micromanipulator. In the best case, the comput-
ing would be real-time, which means, in this case, that a
smooth path of a few millimeters should be computable
in a few milliseconds.

3 Existing solutions

As mentioned above, the problem is a classical robotic
problem, and many solutions have been proposed to
solve it. Here, only a very brief overview over some
publications that dealt with the decoupled approach is
given. In the decoupled approach, the geometric path
is assumed to be fixed. Only the velocity with which
the path is followed is optimized but not the path itself.
Dubowsky et al. [2] and Shin and McKay [7] showed
how the time-optimal problem can be solved. Shin
and McKay [8] and Constantinescu and Croft [1] then
extended the solution to problems with jerk constraints,
but in contrast to this work, they used a perturbative ap-
proach and the flexible tolerance method, respectively.
All solutions to the time-optimal problem turned out
to require massive computational effort. Slotine and
Young [9] and Ecker et al. [3], among others, worked
on the efficiency of the proposed algorithms. However,
the needed computing time and power are not in favor
of this approach. For CNC machining applications, [4]
and [5] use somewhat similar approaches in which the
feedrate is constructed out of a set of several different
basic segments. Nam and Yang [5] used a recursive ap-
proach, which is not attractive for our application. Lin
et al. [4] worked on a problem that was very similar to
the one discussed here. The major shortcoming of their
approach is the fact that the feedrate is, to a certain
extent, limited by the shape of the basic profiles, while
our algorithm is more general and, thus, closer to the
constraints defined by the machine and the trajectory.
This might not be critical for machining, where the
feedrate is typically 50 mm/s, but it becomes a serious
penalty for high-speed motion systems where accelera-
tions are 100 times higher than in machining. In addi-
tion, it seems difficult to adapt [4] to include different
acceleration and jerk constraints for the different axes,
which is a requirement for high-speed motion systems.

More promising as a starting point for our purpose
is [6], which used the so-called proximate time-optimal
algorithm, which is shown to consume very little com-
puting time to solve the problem. This approach will be
adapted in order to consider constraints not only on the
velocity and the acceleration but also on the jerk.
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4 Algorithm

4.1 The phase space (s, ṡ)

The proximate time-optimal approach and most of the
other proposed methods transform the problem from
the three-dimensional “normal space” to the phase
space. There are two major advantages in doing so:

1. Not only the starting point (s0, ṡ0), but also the end
point of the move (s f , ṡ f ), and thus, the boundaries
for the integration, are fixed and known in advance.
Alternatively, the end point of the move in the
normal space (x(t f ), t f ) is not known in advance
because t f is precisely a result of the algorithm.

2. Instead of having to find an optimum in the four-
dimensional (x, t) space, one can work in the two-
dimensional phase space.

The phase space (s, ṡ) is, thus, a very useful represen-
tation. The parameter s describes the motion along the
path. It starts at s0, normally set equal to 0, and ends
at s f , which corresponds to the length of the total path.
The parameter ṡ describes the velocity along the path.
The goal is therefore to find a curve in (s, ṡ) starting
typically at (0, 0) and ending at (s f , ṡ f ), which, some-
what simplified, follows the highest possible values for
ṡ while respecting the given constraints.

Because the near time-optimal phase space velocity
curve will be constructed in (s, ṡ), the gradient m in
the phase space is needed. It is defined as long as the
manipulator is in motion (ṡ �= 0):

m(s, ṡ) := dṡ
ds

= d
ds

ds
dt

= dt
ds

· d
dt

ds
dt

= s̈
ṡ

(8)

It can be interpreted as the acceleration along the curve
divided by the velocity along the curve.

4.2 Constraints

As mentioned in Section 1, the constraints for velocity
v, acceleration a, and jerk j are as follows:

vmin ≤ dxp

dt ≤ vmax (9)

amin ≤ d2xp

dt2 ≤ amax (10)

jmin ≤ d3xp

dt3 ≤ jmax (11)

In order to be useful in the phase space, those con-
straints need to be transformed.

4.2.1 The velocity

The above inequality (Eq. 9) is not very useful because
xp(t) is unknown in the real system and it is, in fact, the
solution to the whole problem. However, the velocity
can be transformed as follows:

dxp

dt
= dxp

ds
· ds

dt
= xp

′ · ṡ (12)

This, on the other hand, is useful, because xp
′ can be

easily calculated a priori: xp(s) is part of the definition
of the problem. This, together with Eq. 9, leads to
conditions for ṡ (one per axis and side of Eq. 9), which,
in case of a three-dimensional space, leads to:

ṡlim,negvel,1(s), ṡlim,posvel,1(s), ...
ṡlim,negvel,2(s), ṡlim,posvel,2(s), ...
ṡlim,negvel,3(s), ṡlim,posvel,3(s)

with

ṡlim,negvel,1(s) = v1,min

x1
′ (13)

and the other constraints, respectively.
At each position s, those constraints form an upper

and lower limit for the phase space velocity ṡ

ṡmax(s) = Min
(
ṡlim,posvel,1(s), ..., ṡlim,posvel,3(s)

)
(14)

ṡmin(s) = Max
(
ṡlim,negvel,1(s), ..., ṡlim,negvel,3(s)

)
(15)

4.2.2 The acceleration

The acceleration along the path in the position–time–

space d2xp

dt2 will be transformed to the parameter space
in analogy to the velocity:

d2xp

dt2
= d2xp

ds2
·
(

ds
dt

)2

+ dxp

ds
· d2s

dt2
≡ xp

′′ · ṡ2 + xp
′ · s̈

(16)

This, again, is of use because xp
′′ can also easily be

calculated a priori. In order to visualize the constraints
it is helpful to have a look at it in the (ṡ, s̈) space. In
this space, for a certain value of s, Eq. 10 corresponds
to a pair of parabolas per dimension, which confine the
allowed values of (ṡ, s̈). The borders of this area define

s̈min,acc,1(s, ṡ), s̈max,acc,1(s, ṡ), ...
s̈min,acc,2(s, ṡ), s̈max,acc,2(s, ṡ), ...
s̈min,acc,3(s, ṡ), s̈max,acc,3(s, ṡ),
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with

s̈min,acc,1(s, ṡ) = a1,min − x1
′′ · ṡ2

x1
′ (17)

and the other constraints, respectively.
At each position (s, ṡ), those constraints form an

upper and a lower boundary for the phase space accel-
eration s̈

s̈max(s, ṡ) = Min(s̈max,acc,1(s, ṡ), ..., s̈max,acc,3(s, ṡ)) (18)

s̈min(s, ṡ) = Max(s̈min,acc,1(s, ṡ), ..., s̈min,acc,3(s, ṡ)) (19)

4.2.3 The jerk

Finally, also the jerk along the path d3xp

dt3 has to be
transformed:

d3xp

dt3
= d3xp

ds3
·
(

ds
dt

)3

+ 3
d2xp

ds2
· ds

dt
· d2s

dt2 + dxp

ds
· d3s

dt3

≡ xp
′′′ · ṡ3 + 3xp

′′ · ṡ · s̈ + xp
′ · ...

s (20)

It can be shown that

...
s = ṡ ·

(
dṡ
ds

)2

+ ṡ2 · d2ṡ

ds2 (21)

As long as ṡ �= 0

...
s
ṡ2

= m2

ṡ
+ d2ṡ

ds2 (22)

This leads with Eqs. 11 and 20 to

jmin

ṡ2
≤ xp

′′′ · ṡ + 3xp
′′ · s̈

ṡ
+ xp

′ ·
...
s
ṡ2

≤ jmax

ṡ2
(23)

jmin

ṡ2
≤ xp(s)′′′ · ṡ + 3xp(s)′′ · m(s, ṡ)

+ xp(s)′ · m(s, ṡ)2

ṡ
+ xp(s)′ · d2ṡ

ds2 ≤ jmax

ṡ2
(24)

This is the main equation of this work and can now
be used to construct the time-optimal path without
violating a jerk constraint. It was demonstrated that
the velocity constraint results in an upper and lower
limit for the phase space velocity and the acceleration
constraint results in a maximum and minimum phase
space velocity gradient. Finally, Eq. 24 shows that the
jerk constraint leads to a maximum and minimum cur-
vature d2 ṡ

ds2 of the phase space velocity. At each point
in the phase space, this equation allows us to trans-
form the jerk constraints to calculate the maximum and
minimum allowed curvature.

4.3 Step-by-step calculation of ṡ(s)

In order to construct the time-optimal phase space ve-
locity, the trajectory is discretized along its path. Mov-
ing along the trajectory, the above elaborated formulas
and constraints are applied at certain discrete positions.
The increment Δs = sn − sn−1 depends on the available
time for calculation, the processing power, the cycle-
time of the motion controller, and the tolerable devi-
ation from the trajectory. The discrete equations below
hold only for the limes Δs → 0. The idea is to start at
(s, ṡ) = (s0, ṡ0) and to move step-by-step to s1, s2, and
so on, determining at each step the maximum allowed
ṡ1 ≡ ṡ(s1), ṡ2 ≡ ṡ(s2), ... according to the criteria elabo-
rated in Section 2. As shown, the velocity constraints
introduce an upper boundary for ṡ. The acceleration
constraints were transformed into a maximum gradient
for each step:

ṡn ≡ ṡ(sn) = lim
Δs→0

ṡn−1 + (sn − sn−1) · m(sn−1, ṡn−1)

= lim
Δs→0

ṡn−1 + (sn − sn−1) · mn−1 (25)

mmax,acc(s, ṡ) = s̈max(s, ṡ)
ṡ(s)

(26)

Additionally, the jerk constraints lead to upper and
lower boundaries for d2 ṡ

ds2 . This term describes the curva-
ture of ṡ(s). It is, thus, helpful to state that the curvature
at the position sn is

d2ṡ

ds2 = lim
Δs→0

ṡn+1 − 2ṡn + ṡn−1

Δs2 (27)

Inserting Eqs. 26 and 27 into Eq. 24 leads readily to
conditions for

ṡn+1,max

= f (jmin, jmax, ṡn, ṡn−1, ds, m(sn, ṡn), xp
′, xp

′′, xp
′′′)

(28)

where xp
′, xp

′′, xp
′′′ each depend on sn.

This last equation contains all constraints. The con-
straints on the jerk are transformed into the curvature
xp

′′(sn) and jmin, jmax. The constraints on the accelera-
tion manifest themselves in m(sn, ṡn) and xp

′′(sn). For
each step, ṡn+1,max is chosen so that none of the condi-
tions are violated.

The same procedure can be applied at the same time
in the reverse direction, starting at (s, ṡ) = (s f , ṡ f ) and
moving step-by-step to s f−1, s f−2, .... In this case, be
aware that the maximum allowed phase space-velocity
ṡ(s) is still a boundary that must not be violated, but
for the step-by-step calculation, the minimum allowed
gradient and curvature have to be used in order to
construct the time-optimal phase space velocity curve.
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Depending on the path and the constraints, this
method will lead to one of three possible situations:

– Meet point
– Split point
– Forbidden point

which will be explained in the following sections. Meet
and split points also occur without jerk constraints
and have already been treated in [6]. However, the
forbidden points can only occur in problems where the
acceleration and the jerk are constrained, and their
treatment is, thus, a result of this work. The flowchart
in Fig. 1 summarizes the described process.

4.4 Meet points

Assuming that the actuator has to move only a rela-
tively short distance, the phase space velocity will not
come close to its limits. The phase space acceleration (s̈)

Load path
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Absolute start 
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Fig. 1 Flowchart of the algorithm
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Fig. 2 Typical meetpoint for a simple straight path

and jerk (
...
s ) and, thus, the gradient and the curvature in

the phase space are the only constraints. In this case, the
phase space velocity can be constructed without prob-
lems. As it is being constructed simultaneously from the
beginning and the end, the two parts will intersect at
some point. The resulting phase space velocity reflects
at that moment the fastest possible way to move along
the given path without violating the constraints. The
only point where the jerk constraints are violated is
the point where the two parts meet, the so-called meet
point. At that point, the gradient changes abruptly from
its allowed maximum value at that point to its minimum
value. Therefore, the jerk, which is correlated to the
curvature, is violated at that point (see Fig. 2).
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Fig. 3 Typical phase space curve without jerk violation at the
meetpoint
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Fig. 4 Example for a case where the constructed phase space
velocity intersects with the maximum phase space velocity

In order to solve that problem, the following proce-
dure is proposed: Go a few steps back on both sides
and reconstruct the phase space velocity again, but this
time with the minimum allowed gradient and curvature
for the forward part and maximum allowed gradient
and curvature for the backward part. If the phase space
jerk is still violated at the meet point, go further back
and restart again. Do that until the left and the right
sides have a common tangent. This tangent serves as a
connection between the two parts (see Fig. 3).
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Fig. 5 A split point has been introduced, which splits the
original problem into two separate problems that were solved
independently

0 2 4 6 8 10 12 14 16 18
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2
Velocity per Axis

Time [ms]

V
el

oc
ity

 [m
/s

]

horizontal
vertical

Fig. 6 It can be seen that the constraint on the maximum velocity
vmax = 0.5 m/s is not violated

4.5 Split points

There are different cases where it is helpful to split
up the construction of the phase space velocity. If the
maximum phase space velocity has a local minimum
somewhere, it can become impossible for the two parts
to intersect because they would both first intersect with
the limit of the phase space velocity.

In such a case, an additional starting point for the
forward and backward construction of the phase space
velocity is introduced. The idea is that the final solu-
tion of the phase space velocity will need to go below
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Fig. 7 Example for a case where the constructed phase space
velocity reached a forbidden point (on the right side at around
s = 5.9 mm, at the end of the blue curve)
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Fig. 8 If a forbidden point is reached, an artificial split point
is introduced, which splits the problem into a left and a right
part. Blue: original construction of phase space velocity, red: after
introduction of a split-point, green: final phase space velocity after
having taken into account the jerk constraint

the minimum of the limitation. Therefore, a point
(ssplit, ṡsplit) can be defined directly below the minimum
and carry on the construction from there. To the left,
the backward construction is carried on toward s0, and
to the right, the forward construction is carried on
toward s f . In this way, the split point is transformed
into a start/end point and the original problem is sep-
arated into two new problems, which can be treated
independently of each other.
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Fig. 9 This is the corresponding trajectory with the final parame-
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Table 1 Motor-constraints which were used for the example

Horizontal axis Vertical axis

Maximum velocity [m/s] 0.8 0.8
Maximum acceleration [m/s2] 100 400
Maximum jerk [m/s3] 80,000 400,000

Even if the limit of the phase space velocity does not
have a local minimum, it is possible that the constructed
phase space velocity intersects with the limit of the
phase space velocity, which makes an introduction of
a split point useful also. The split point transforms the
original problem with potential violation of the phase
space velocity into two parts. One of them definitely has
no violation, while the other one remains to be solved
(see Figs. 4, 5, and 6).

4.6 Forbidden points

There is one additional case that needs special attention
and treatment. It is possible that the combination of
acceleration and jerk constraints leads to a situation in
which the next step of the construction is not possible
anymore. It is possible that there is a position s, de-
noted sviol, where ṡmin,jerk(s) > ṡmax,acc(s) or ṡmax,jerk(s) <

ṡmin,acc(s). In this case, the phase space velocity has to
be artificially lowered to ensure that a solution can
be found. Again, at the position sviol, a new start/end
point is defined that lies a certain distance below the
originally constructed phase space velocity. Thus, the
forbidden point is transformed into a starting point
and the original problem is once more split into two
separate problems, which can be treated independently
of each other (see Figs. 7, 8, and 9).
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Fig. 10 Input path for the calculation x(s)
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Fig. 11 Construction of the phase space velocity ṡ(s), taking into
account the jerk constraints

4.7 Integration

At this point, the phase space velocity that corresponds
to the velocity along the curve is constructed. ṡ(s) is
known. The next step is now to integrate over its in-
verse in order to find t(s).

t(s∗) =
∫ s∗

0

1

ṡ(s)
ds (29)

If t(s) is known, s(t) can be calculated, which gives
the solution to our problem, because now, xp(s) is
known and allows us to calculate the position for each
time step via xp(t) = xp(s(t)). A spline interpolation
method was chosen for the implementation, which was
used for the example presented in the next section.
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Fig. 12 Integration of the phase space velocity
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Fig. 13 Calculation of the final result x(t)

5 Example

Finally, the complete calculation process will be illus-
trated with a two-axis motion and constraints as defined
in Table 1. The figures in this section illustrate the
calculations in one example. Figure 10 shows the input
to the problem: the path that has to be followed as
fast as possible. Figure 11 shows the construction of
the phase space velocity via forward and backward
integration in the phase space. The maximum allowed
phase space velocity depends mainly on the velocity
constraints for the motor. Based on the resulting phase
space velocity, which can be seen in the upper part of
Fig. 12, the final moving distance per time-step can be
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Fig. 14 Verification of the result: The horizontal and vertical
velocities do not violate the constraints
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Fig. 15 Verification of the result: acceleration and jerk. It can be
seen that neither the limits for the acceleration nor those for the
jerk are violated and that, during the whole trajectory, there is
always one constraint on one axis at its limit

calculated via integration. The lower part of Fig. 12
shows the duration of the move t(s) as a function of the
position along the path.

Based on t(s) (lower part of Fig. 12) and x(s) (left
part of Fig. 13), x(t) can be calculated (right part of
Fig. 13). This is the main result of the whole calculation.
Based on x(t), the position as a function of the time,
the jerk, acceleration, and velocity are readily calcu-
lated for verification. This is shown in Fig. 14, where
the position as a function of the time (top) and the
resulting velocity (bottom) are shown separately for
the horizontal and the vertical axes. Likewise, Fig. 15
shows the resulting acceleration (top) and the jerk
(bottom). It can be seen that the acceleration follows
its boundaries (central dotted lines for the horizontal
axis, outer dotted lines for the vertical axis) for almost
the complete move and that the jerk never violates its
constraints.

Table 2 compares the obtained result with what
the standard proximate time-optimal algorithm without
jerk constraints would give. It can be seen that the
presented enhancement of the proximate time-optimal
algorithm substantially reduces the maximum jerks on

Table 2 Comparison of the results obtained with and without
consideration of the jerk constraints

Without jerk With jerk Change
constraints constraints

Move time 12.8 ms 13.0 ms +1.6%
Max. horizontal jerk 508,830 m/s3 75,208 m/s3 −85.2%
Max. vertical jerk 2,470,800 m/s3 335,330 m/s3 −86.4%

the system while only minimally affecting the total
move time.

6 Conclusion and outlook

It has been shown that the “proximate time-optimal
algorithm” can be extended to take into account con-
straints on the jerk. This allows us to calculate near
time-optimal jerk-constrained trajectories along three
times differentiable paths in a nonperturbative way.
It could be shown that the jerks on the system can
be substantially reduced while almost maintaining the
total move time. This allows us to considerably reduce
the vibration in the overall system with a minimal speed
penalty. The presented method can, for example, be
applied to fast modern micromanipulators to calcu-
late the near-optimal acceleration and jerk profiles. As
the systems become faster and the required accuracy
higher, it is more and more important to take the jerk
constraints into account a priori.

As the trajectories also become more complex, it will
become important to optimize the algorithm even fur-
ther. In this paper, all calculations, considerations, and
examples are based on a time-continuous approach.
In a real application with a micromanipulator, whose
motion controller has a certain cycle-frequency, it turns
out that the time-discrete approach results in equations
that can be processed faster and, thus, allows us to
realize the computation of the paths for a fast modern
micromanipulator without an overall time penalty for
the system.
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