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Abstract The traditional manufacturing system research
literature generally assumed that there was only one
feasible process plan for each job. This implied that there
was no flexibility considered in the process plan. But, in the
modern manufacturing system, most jobs may have a large
number of flexible process plans. So, flexible process plans
selection in a manufacturing environment has become a
crucial problem. In this paper, a new method using an
evolutionary algorithm, called genetic programming (GP),
is presented to optimize flexible process planning. The
flexible process plans and the mathematical model of
flexible process planning have been described, and a
network representation is adopted to describe the flexibility
of process plans. To satisfy GP, it is very important to
convert the network to a tree. The efficient genetic
representations and operator schemes also have been
considered. Case studies have been used to test the
algorithm, and the comparison has been made for this
approach and genetic algorithm (GA), which is another
popular evolutionary approach to indicate the adaptability
and superiority of the GP-based approach. The experimen-
tal results show that the proposed method ispromising and
very effective in the optimization research of flexible
process planning.
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1 Introduction

A process plan specifies what raw materials or components
are needed to produce a product, and what processes and
operations are necessary to transform those raw materials
into the final product. It is the bridge between product
design and manufacturing. The outcome of process plan-
ning is the information for manufacturing processes and
their parameters, and the identification of the machines
tools, and fixtures required to perform those processes.
Generally, the traditional manufacturing system research
literature assumed that there was only one feasible process
plan for each job. This implied that there was no flexibility
possible in the process plan. But, in the modern manufac-
turing system, most jobs may have a large number of
flexible process plans. So, flexible process plan selection in
a manufacturing environment has become a crucial prob-
lem. Because it has a vital impact on manufacturing system
performance, several researchers have examined the flexi-
ble process plans selection problem in recent years. Sormaz
and Khoshnevis [1] describe a methodology for generation
of alternative process plans in the integrated manufacturing
environment. This procedure includes selection of alterna-
tive machining processed, clustering and sequencing of
machining processes, and generation of a process plan
network. Kusiak and Finke [2] developed a model to select
a set of process plans with minimum cost of removing
material and minimum number of machine tools and other
equipments. Bhaskaran and Kumar [3] formalized the
selection of process plans with the objective of minimizing
the total processing time and the total steps of processing.
Lee and Huy [4] presented a new methodology for flexible
operation planning using the Petri net which was used as
a unified framework for both operation planning and
plan representation. Ranaweera and Kamal [5] presented a
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technique for evaluating processing plans generated by a
cooperative intelligent image analysis framework, and this
system was able to rank multiple processing plans. Seo and
Egbelu [6] used tabu search to select a plan based on
product mix and production volume. Usher and John [7]
used genetic algorithms to determine optimal, or near-
optimal, operation sequences for parts of varying complex-
ity. Tiwari [8] used genetic algorithm to obtain a set of
process plans for a given set of parts and production
volume. Rocha and Ramos [9] used genetic algorithm
approach to generate the sequence of operations and to
select the machine and tools that minimize some criteria.
Dereli and Filiz [10] introduced the GA-based optimization
modules of a process planning system called optimized
process planning system for prismatic parts (OPPS-PRI).
Most of these approaches proposed the models to optimize
flexible process plans. Moreover, few of them used
evolutionary algorithms, and none of them used genetic
programming. But evolutionary algorithm is becoming a
useful, promising method for solving complex and dynamic
problems [11]. This paper presents a new methodology
which uses genetic programming that can optimize flexible
process planning effectively.

GP is one of the evolutionary algorithms (EA) [12]. In
GP, a computer program is often represented as a tree (a
program tree) [13], where the internal nodes correspond to
a set of functions used in the program and the external
nodes (terminals) indicate variables and constants used as
the input of functions. Manufacturing optimization has been
a major application field for evolutionary computation
methods [14]. But it has rarely been the subject of genetic
programming research [15, 16]. One of the possible reasons
for the lack of GP applications in manufacturing optimiza-
tion is the difficulty of evolving a direct permutation
through GP. Now a new methodology which uses genetic
programming that can effectively optimize flexible process
plans.

The remainder of this paper is organized as follows.
Section 2 introduces flexible process planning. GP is briefly
reviewed in Sect. 3. GP for flexible process planning is de-
scribed in Sect. 4. Case studies and discussion are reported in
Sect. 5. The last section is the conclusion.

2 Flexible process planning

2.1 Flexible process plans

There are three types of flexibility considered in flexible
process planning [17] [18]: operation flexibility, sequencing
flexibility and processing flexibility [19]. Operation flexi-

bility [20], which is also called routing flexibility [21],
relates to the possibility of performing one operation on
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alternative machines, with possibly distinct processing time
and cost. Sequencing flexibility is decided by the possibil-
ity of interchanging the sequence of the required operations.
Processing flexibility is determined by the possibility of
processing the same manufacturing feature with alternative
operations or sequences of operations. Better performance
in some criteria (e.g., production time) can be obtained by
the consideration of these flexibilities [20].

Figure 1 shows an example part which consists of three
manufacturing features. And the technical specifications
for the part have been defined in Table 1. This part has
three types of flexibility. From the Table 1, it can be found
that every operation can be processed on alternative ma-
chines with distinct process time (Operl can be processed
on M1 and M2 with different processing time), the manu-
facturing sequence of feature 1 and feature 3 can be inter-
changed (Operl and Operl0 can be interchanged), and in
the second column of Table 1, every feature has alternative
operations (feature 1 has 4 alternative operations, feature 2
has 4 alternative operations, and feature 3 has 3 alternative
operations).

2.2 Representation of flexible process plans

There are many methods used to describe the three types of
flexibility [22], such as Petri-net [4], AND/OR graphs and
network. And, a network representation proposed by Sormaz
[1], Kim [20] and Ho [23] is used here. There are three node
types in the network: starting node, intermediate node and
ending node [20]. The starting node and the ending node,
which are dummy ones, indicate the start and the end of the
manufacturing process of a job. An intermediate node rep-
resents an operation, which contains the alternative machines
that can perform the operation and the processing time
required for the operation according to the machines. The
arrows connecting the nodes represent the precedence

Fig. 1 The example part
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Table 1 The technical specifications for the part

Features  Alternative Alternative Working time for each
operations machines alternative machine (s)
F1 Turning M1, M2 41, 38
(Operl)
Fl1 Turning M3, M4 92, 96
(Operl1)
Fl1 Turning MS, M6 20, 23
(Oper12)
Fine turning M1, M2 65, 70
(Oper13)
F1 Turning M5, M6 20, 23
(Operl2)
Grinding M7, M9 68, 72
(Operl14)
F2 Drilling M2, M4 20, 22
(Oper3)
Reaming M1, M2, M5 35, 29, 36
(Oper4)
Boring M2, M3, M4 50, 45, 50
(Oper9)
F2 Drilling M2, M3, M4 25, 20, 27
(Oper6)
Reaming M7, M8 54, 50
(Oper7)
Boring M2, M3, M4 50, 45, 50
(Oper9)
F2 Reaming M5, M6 80, 76
(Oper8)
Boring M2, M3, M4 50, 45, 50
(Oper9)
F2 Reaming M7, M8, M9 50, 56, 52
(Operl5)
F3 Turning M5, M7 75,70
(Oper2)
F3 Milling M9, M10 49, 47
(Oper?)
F3 Milling M9, M10 70, 73
(Oper10)

between them. OR relationships are used to describe the
processing flexibility that the same manufacturing feature
can be performed by different process procedures. If the
links following a node are connected by an OR connector, it
only need to traverse one of the OR-links (the links
connected by the OR-connector are called OR-links). OR-
link path is an operation path that begins at an OR-link and
ends as it merges with the other paths, and its end is denoted
by a JOIN-connector. For the links that are not connected by
OR-connectors, all of them must be visited [20]. Based on
the technical specifications and precedence constraints, the
flexible process plans of the part can be converted to the
network.

Figure 2 shows the example part’s (see Fig. 1) flexible
process plans network which is converted from the

technical specifications shown in Table 1, and this network
will be used in Sect. 5. In this network, paths {11}, {12,
13} and {12, 14} are three OR-link paths. An OR-link path
can of course contain the other OR-link paths, e.g., paths
{6, 7} and {8}.

2.3 Mathematical model of flexible process planning

In this paper, the optimization objective of the flexible
process planning problem is to minimize the production
time (contains working time and transmission time).

In solving this problem, the following assumptions are
made [20]:

(1) Each machine can handle only one job at a time.

(2) All machines are available at time zero.

(3) After a job is processed on a machine, it is imme-
diately transported to the next machine on its process,
and the transmission time among machines is constant.

Starting node
Number of operation
Alternative OR1
e [ (9
71 ,2} {9,10}
[41,38] [70,73]

Processing %RN OR4

time
O] [ i
{5,7} {9,10} @

[75,70] [49,47)] vt
ORr3 [20,23]
. (34}
3 @ [92,96] ORS
{24} {2,3.4}
[20,22] | (252027
: : [ég’gc}s] @ @
: ’ T (1,2} 7.9}
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[35,29,36}

{2.3.4)
[50,45,50]

Ending node

Fig. 2 Flexible process plans network
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(4) The different operations of one job can not be pro-
cessed simultaneously.

Based on these assumptions, the mathematical model of
flexible process planning is described as follows:

The notations used to explain the model are described
below:

N the total number of jobs;

G, the total number of flexible process
plans of the ith job;

0l the jth operation in the /th flexible
process plan of the ith job;

P, the number of operations in the /th
flexible process plan of the ith job;

k the alternative machine corresponding
to 0y}

TW(, j, I, k) the working time of operation o,; on the

kth alternative machine;
the starting time of operation o;; on the
kth alternative machine;
TTG, 1, (j, k), the transmission time between the k;th

783, j, 1, k)

(j+ 1, k)) alternative machine of the o;; and the
koth alternative machine of the o;; + 1y;
TP(i) the production time of the ith job;

The objective function is

Py Py—1
J=1 J=1
ic [lvN]vf € [lvPilLl € [17Gl}

(1)

Each machine can handle only one job at a time. This is
the constraint of machine.

TS(i7j27lak)_TS(i?jlvlak) >TW(i7j|7lvk) (2)

i€ [lvN]vjlij € [I,Pil]vl € [LGJ

The different operations of one job cannot be processed
simultaneously. This is the constraint of different processes
for one job.

TS(ia (]+ I)Ja k2) - TS(ivja lv kl) > TW(ivja lv kl) (3)

i€ [l,N],je[l,Py),l€]l,G

The objective function is Eq. (1), and the two constraints
are in Egs. (2) and (3).
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3 Brief review of GP

Genetic programming (GP) was introduced by Koza [24,
25] as a method for using natural selection and genetics as a
basis for automatically creating computer programs.

For a given problem, the work steps of GP are then
given as follows:

Step 1: Initialize population randomly generated computer
programs (trees).

Step 2: Evaluate all population.

Step 3: Produce a new generation population:

(1) Reproduction
Reproduce some excellent individuals and delete
the same number of inferior individuals.

(2) Crossover
According to the user-defined probabilistic, some
individuals are selected to be crossovered. For each
two selected trees in a pair, a crossover point is
chosen randomly and two offspring (trees) are
produced from the pair in terms of the crossover
operation and are placed into the new generation.

(3) Mutation
According to the user-defined probabilistic, some
individuals are selected to be mutated. For each
selected tree, a mutation point is randomly chosen,
and one offspring (tree) is produced from the
selected one in terms of the mutation operation
and is placed into the new generation.

Step 4: Do steps 2 and 3 cyclically until terminating
condition satisfied.

There are a number of issues to be considered in a GP
system [12]:

(1) Definitions of functions and terminals to be used in the
trees generated.

(2) Definition of a fitness function for evaluating trees and
the way those trees are evaluated.

(3) Generation of the initial population.

(4) Selection strategies for trees to be included in next
generation population.

(5) How reproduction, crossover and mutation operations are
carried out and how often these operations are performed.

(6) Criteria for terminating the evolution process and the way
to check if the terminating conditions are satisfied.

(7) Return of the final results.

4 GP for flexible process planning

Using GP for flexible process planning has some advan-
tages. GP provides a mathematical representation of the
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Flexible process plans
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erminate condition satisfied?

Near optimal process plan

Fig. 3 Flow chart of GP

flexible process plans. Now, it is described that how GP can
be used to optimize flexible process planning.

4.1 The flow chart of proposed method

Figure 3 shows the flow chart of the proposed method (GP
for flexible process planning). First, CAPP system gives the
flexible process plans. And then, the search begins with an
initial population. The individual consists of two parts. One
part is represented by the sequence of operations and the set
of machines used to accomplish the operation, the other one
is composed by discrimination value. The detailed descrip-
tion of individual will be given in Sect. 4.2. The rest steps
of the method are the same as the common GP.

Fig. 4 How to convert network to tree

©) ©)
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4.2 Convert network to tree, encoding and decoding
4.2.1 Convert network to tree

From Fig. 2, it is known that flexible process plans can be
represented as a network. And in GP, the individual is often
represented as a tree (see Sect. 3). So, the key of the pro-
posed method is how to convert network to tree.

In order to convert network to tree, a method has been
presented. The first step of this method is deleting the
ending-nodeof the network, and the second step is dis-
entwining JOIN-connector. The last step is adding the
latter intermediate nodes which are linked by the JOIN-
connector to the end point of each OR-link linked by the
JOIN-connector. And then, the network has been con-
verted to tree.

A part network of job (see Fig. 2) has been taken as
an example to explain how to convert network to tree (see
Fig. 4). The procedure is as follows:

Step 1: Delete the ending-node.
Step 2: Disentwine JOIN2-connector and JOIN3-connector.
Step 3: Add operation 9 (the latter intermediate node is

linked by the JOIN2-connector and JOIN3-con-
nector) to the end point of path {3, 4}, {6, 7} and
{8} (the OR-links which are linked by the JOIN2-
connector and JOIN3-connector) respectively.

4.2.2 Encoding and decoding

GP uses the tree hierarchy frame to express problems. Each
tree within a member produces one output. A tree which is
made up of nodes can be classified to two sets: the function
set and the terminal set. The function node is the method,
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and the terminal node is the value of the problem. Each
node has zero or more inputs and uses those inputs to create
its output. A node can have any number of inputs. The
terminal can also be thought of as zero-argument function.
Input features and any constants are represented by terminal
nodes. A node with one or more inputs is a function; its
output is dependent on its inputs. For instance, addition,
subtraction, multiplication and division all are functions.
In this paper, each tree of each individual is generated by
the function set F= {switch-case, link} and terminal set T=
{discrimination value, gene}. Switch-case is the conditional
expression; and link, which links the nodes together, is a
user-defined function, and its output is a list. It includes the
nodes which are linked by this function. The sequence of
the string is from top to bottom. The discrimination value
encodes OR-connectors as the decimal integer. It is in
concert with the switch-case function to decide which OR-
link will be chosen. A gene is a structure and made up of
two parts. The first number is the operation. It can be all the
operations of a job, even those may not be performed
because of alternative operation procedures. The second
one is alternative machine. It is the ith element of which
represents the machine on which the operation corresponding
to the ith element of part I is processed. The encoding

Discrimination value @

Number of operation

Alternative machines @ @

Gene

)
@®
ooy
®®
(o)

scheme of a tree is a list that has two parts: part I is made up
of genes, and part Il is made up of discrimination values.

Figure 5 shows an example individual of job (see Fig. 1).
Taking gene (2, 5) for example, 2 is the operation of the
job, and 5 is the alternative machine, which corresponds to
the operation 2. The encoding scheme of this individual is
shown in Fig. 5. Part I is made up of 19 genes; part II is
made up of five discrimination values.

The encoding is directly decoded. The selection of the
OR-link paths which contain operations and the
corresponding machines is decided by the interpretation of
part II of the individuals’ encoding scheme. And then the
orders appearing in the resulting part I are interpreted as an
operation sequence and the corresponding machining
sequence for the job. In the above encoding example, the
operation sequence together with the corresponding ma-
chining sequence is (1, 1)-(5, 9)-(6, 3)-(7, 8)-(9, 2).

4.3 Initial population and fitness evaluation
4.3.1 Initial population

In order to operate evolutionary algorithm, an initial pop-
ulation is needed. The generation of the initial population

Conditional expression

Userdefined function

Link

Part L:(1,1)-(2,5)-(3,2)-(4,5)-(9,3)-(5,9)-(6,3)-(7,8)-(9,2)-(8,5)-(9:4)-(10,9)-(11,3)-(15,7)-(12,5)-(13,1)-(15,8)-(14,9)-(15,9)
Part 11:(1)-(2)-(1)-(1)-(1)

Fig. 5 A tree of individual
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in GP is usually done randomly. But when generating the
individuals for an initial population of flexible process
planning, feasible operation sequence in a process plan
has to be taken into account. Feasible operation sequence
means that the order of elements in the used encoding does
not break constraints on precedence relations of operations
[20]. As mentioned above, a method was proposed to
generate a random and feasible individual.
The procedure of the method is as follows:

Step 1:  The part I of the initial individual contains all the
alternative operations, and the sequence of oper-
ations is fixed.

Parent 1

Fig. 6 Subtree exchange crossover

Step 2:

Step 3:

The second number of part I is created by randomly
assigning a machine in the set of machines which
can perform the operation placed at the corre-
sponding position in part I.

The part II of the initial individual, which rep-
resents OR-link paths, is initiated by randomly
generating a decimal integer for each component
of this part. The selection area of each discrimina-
tion value is decided by the number of OR-link
paths which are controlled by this value. For ex-
ample, if it has three OR-link paths, the selection
area of the discrimination value is the random
decimal integer in [1, 3].

Parent 2
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4.3.2 Fitness evaluation

The objective of the flexible process planning problem is to
minimize the production time (contains working time and
transmission time) for the given problem. Adjusted fitness
has been used as the objective. It can be calculated from the
following:

1
i, 1) = 4
max (i) = s 4)
S the size of population;
M the maximal generation;
t 1, 2, 3,...M generations;
TP(i, t) the production time of ith job in the 7th

generation (see Eq. (1));

The fitness function is calculated for each individual in
the population as described in Eq. (4).

4.4 GP operators

It is important to employ good operators that can effectively
deal with the problem and efficiently lead to excellent
individuals residing in the population. The GP operators
can generally be divided into three classes: reproduction,
crossover and mutation. And in each class, a large number
of operators have been developed [26].

4.4.1 Reproduction

Tournament selection scheme with a user-defined repro-
duction probabilistic was used for reproduction operation.
In tournament selection, a number of individuals are
selected at random (dependent on the tournament size,

Parent

Fig. 7 Point mutation
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typically between 2 and 7) from the population and the
individual with the best fitness is chosen for reproduction.
The tournament selection approach allows a tradeoff to be
made between exploration and exploitation of the gene pool
[26]. This scheme can modify the selection pressure by
changing the tournament size.

This scheme has two working steps:

Step 1: Select user-defined tournament size individuals
from the population randomly to compose a group.
Step 2:  Copy the best member of the group (the one with

the best fitness value) to the following generation,
and then applying the tournament selection
scheme to the remaining individuals.

4.4.2 Crossover

Subtree exchange crossover has been used as the crossover
operator here, and fitness-proportion selection scheme with
a user-defined crossover probabilistic was used for cross-
over operation. Subtree exchange crossover can generate
feasible children individuals that satisfy precedence restric-
tions and avoid duplication or omission of operations as
follows. The cut point is chosen randomly in the tree, and the
subtree before the cut point in one parent (parent 1) is passed
on to the same position as in the offspring (child 1). The other
part of the offspring (child 1) is made up of the subtree
after the cut point in the other parent (parent 2). The other
offspring (child 2) is made up of the subtree before the cut
point in one parent (parent 2) and the subtree after the cut
point in the other parent (parent 1). An example of the cross-
over is presented in Fig. 6. The cut point is marked with “@”.
The crossover operator produces feasible trees since both
parents are feasible and offspring are created without
violating the feasibility of the parents.
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Table 2 The transmission time between the machines

Table 4 Experiment results

Machine 1 2 3 4 5 6 7 8 9 10
code

1 0 5 8 12 15 4 6 10 13 18
2 5 0 3 7 10 6 4 6 10 13
3 8 3 0 4 7 10 6 4 6 10
4 12 7 4 0 3 14 10 6 4 6
5 15 10 7 3 0 18 12 10 6 4
6 4 6 10 14 18 0 5 8 12 15
7 6 4 6 10 12 5 3 7 10
8 10 6 4 6 10 8 3 0 4 8
9 13 10 6 4 6 12 4 0 4
10 18 13 10 6 4 15 10 8 4 0

4.4.3 Mutation

Point mutation has been used as the mutation operator here,
and random selection scheme with a user-defined mutation
probabilistic was used for mutation operation. Each of the
selected individuals is mutated as follows. First, the point
mutation scheme is applied in order to change the
alternative machine represented in the gene (see Fig. 5) of
tree. A gene is randomly chosen from the selected
individual. Then, the second element of gene is mutated
by altering the machine number to another one of the
alternative machines at random. Second, the other mutation
is carried out to alter the OR-link path. This is associated
with part II of encoding scheme of tree. A discrimination
value is randomly chosen from the selected individual.
Then, it is mutated by changing its value in the selection
area randomly. In the example depicted in Fig. 7, mutation
point is marked with “@”. Gene (5, 9) has changed into (5, 10),
and the selected discrimination value has changed from 1 to 2.

5 Case studies and discussion

Some experiments have been conducted to measure the
adaptability and superiority of the proposed GP approach.

Table 3 The GP and GA parameters

Parameters GP GA
Jobl Job2 Job1l Job2
The size of the population, S 400 400 400 400
Total number of generations, M 30 30 60 60
Probability of reproduction 0.05 0.05 0.05 0.05
operation, p,
Probability of crossover 0.50 0.50 0.50 0.50

operation, p,.
Probability of mutation operation, p,,  0.05 0.05 0.05 0.05
Tournament size, b 2 2 2 2

Job BIF MPAF CPU time (s)
1 0.00467289 0.00444361 113.6
2 0.00444444 0.00437222 130.9

And, the algorithm has been compare with genetic algo-
rithm (GA), which is another popular heuristic algorithm.
The performance of the approach is satisfactory from the
experiments and comparison.

5.1 Implementation and testing

For doing the experiments of the proposed approach, two
jobs with flexible process plans have been generated. Job 1
has been given in Figs. 1 and 2, and job 2 is changed from
job 1 by assuming the second machine is broken in the
current shop status. It has ten machines on the shop floor.
The code of the machine in job 2 is the same as the code of
machine in job 1. The transmission time (the time units is
the same as processing time in Fig. 2) between the
machines is given in Table 2. The objective is to solve the
optimization of flexible process plans with the maximum
objective function (i, t) (Eq. (4)). The GP parameters for
the two jobs are given in Table 3. The terminating condition is
reaching the maximum generation. The GP is coded in C++,
and implemented on a PC (Pentium (R) 4, CPU 2.40 GHz).

The experiments are carried out for the objective:
minimizing the production time (see Sect. 4.3.2). The
experimental results (fitness is the adjusted fitness) of the 2
jobs, which include the best individual’s fitness (BIF), the
maximum population’s average fitness (MPAF), and CPU
time are reported in the Table 4.

From the experimental results which are shown in Table
4, the best process plan of each job has been shown in
Table 5. And, Fig. 8 illustrates convergence curves of GP
for the 2 jobs. The curves show the search capability and
evolution speed of this algorithm.

From above experiment results which are shown in
Table 5, comparing job 1 with job 2, job 2 is changed from
job 1 by assuming the second machine is broken, the only
difference between them is the second machine is broken.
But the best process plans of them are completely different.
This reveals that an accident in shop floor can lead to the
best process plan changed completely. So, it becomes a

Table 5 Best process plan of each job

Job Best process plan Production time
1 (1, 22, -3, 2)-(4, 2-9, 3) 213
2 (10, 9)-(11, 3)-(15, 7) 224
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Fig. 8 Convergence curves of GP

very important problem that how to optimize flexible
process planning to response to the current shop status
quickly. The method which is proposed in this paper used
genetic programming to optimize flexible process planning.
The experimental results of Table 4 and Fig. 8 show that
GP-based approach can reach good solutions in short time.
So, the GP-based approach is a promising method in solving
the optimization of flexible process planning problem. And
the results also show that the proposed method can reach near-
optimal solutions in the early stage of evolution. In order to
response to the current shop status, the proposed method can
select near optimal process plans quickly and effectively.

5.2 Comparison with GA
The algorithm has been compared with GA. The objective

of the experiments is minimizing the production time. The
GA is coded in C++, and implemented on the same PC with
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GP. The GA parameters for the two jobs are given in Table 3,
and fitness-proportion selection scheme, single point cross-
over and point mutation have been used as the reproduc-
tion, crossover and mutation operators respectively.

Figure 9 illustrates convergence curves of the two algo-
rithms for two jobs. From the results of Fig. 9, it can be
observed that the two approaches can achieve good results.
The GP-based approach usually takes less time (less than 30
generations) to find optimal solutions, and the GA -based
approach is slower (nearly reach 60 generations) in finding
optimal solutions. The GP-based approach also can find
near-optimal solutions quicker than the GA- based approach.
So, when it is applied to large-scale problems in real world, it
is more suitable to reduce much computation time with a
little detriment of the solution quality.

Overall, the experiment results indicate that the GP-
based approach is a more acceptable optimization approach
of flexible process planning.
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6 Conclusion

A new approach using genetic programming (GP) is
proposed to optimize flexible process planning. The
flexible process plans and the mathematical model of
flexible process planning have been described, and a
network representation is adopted to describe the flexibility
of process plans. To satisfy GP, the network has been con-
verted to a tree. The efficient genetic representations and
operator schemes also have been considered. Case studies
have been used to test the algorithm, and the comparison
has been made for this approach and GA, which is another
popular evolutionary approach to indicate the adaptability
and superiority of the GP-based approach. The experimen-
tal results show that the proposed method is a promising
and very effective method in the optimization research of
flexible process planning.

Although the proposed algorithm in this paper can get
good results, testing other genetic operators (reproduction,
crossover and mutation) to enhance the efficiency of al-
gorithm is an important future work. With GP-based op-
timization approach developed in this work, it would be
possible to increase the efficiency of manufacturing system.
So, one future work is to use the proposed approach to the
practical manufacturing system. The increased use of this
approach will probably enhance the performances of future
process planning systems. Another future research direction
is to apply the proposed approach to the integrated envi-
ronment, such as the integration with scheduling system.
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