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Abstract Many optimization problems from the industrial
engineering world, in particular manufacturing systems, are
very complex in nature and are quite hard to solve by
conventional optimization techniques. There has been
increasing interest to apply metaheuristic methods to solve
such kinds of hard optimization problems. In this work, a
novel metaheuristic approach called scatter search (SS) is
applied for the n/m/P/Cmax problem, an NP-hard sequenc-
ing problem, which is used to find a processing order of n
different jobs to be processed on m machines in the same
sequence with minimizing the makespan. SS contrasts with
other evolutionary procedures by providing a wide explo-
ration of the search space through intensification and
diversification. In addition, it has a unifying principle for
joining solutions and they exploit the adaptive memory
principle to avoid generating or incorporating duplicate
solutions at various stages of the problem. In this paper,
various metaheuristic methods and best heuristics from the
literature are used for solving the well-known benchmark
problem set of Taillard (Eur J Oper Res 64:278–285, 1993).
The results available for the various existing metaheuristic
and heuristic methods are compared with the results
obtained by the SS method. The proposed framework
achieves better results for 4 of 12 benchmark problems and
also achieves an average deviation of 1.003% from the

benchmark problem set of Taillard (Eur J Oper Res 64:278–
285, 1993). The computational results show that SS is a
more effective metaheuristic for the n/m/P/Cmax problem.
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1 Introduction

A flowshop is characterized by the unidirectional flow of
work with a variety of jobs being processed sequentially in
a one-pass manner. A number of operations need to be done
on every job in many manufacturing and assembly
facilities. A “job” is, thus, a collection of operations to be
performed on an item or unit with applicable technological
constraints. This implies that all of the jobs have to follow
the same route, even if the jobs are identical. The machines
are assumed to be set up in a series and such a processing
environment is referred to as a flowshop. In a scheduling
problem using m machines, they must finish a total of n
jobs and each job has exactly m operations, each of which
must be proceeded in a different machine. Thus, each job
has to pass through each machine in a particular order. The
order of machines needed to complete a job is the same for
all of the jobs. The objective of the scheduling problem
now is to determine a sequence on each machine that
satisfies the above constraints and minimizes the objective
function.

In this paper, the permutation flowshop problem has
been attempted with a novel evolutionary technique called
scatter search (SS). This algorithm incorporates procedures
based on different strategies, such as diversification, local
search, Tabu search, or path relinking. In common with
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other evolutionary methods, SS operates with a population
of solutions, rather than with a single solution at a time, and
employs procedures for combining these solutions to create
new ones. SS, in contrast with other evolutionary procedures
such as genetic algorithms, provides an unifying principle
for joining solutions based on generalized path construc-
tions and by utilizing strategic designs, whereas other
approaches resort to randomization. Additional advantages
are provided by intensification and diversification mecha-
nisms that exploit adaptive memory, together with process-
es to avoid generating or incorporating duplicate solutions
at various stages and drawing on foundations that link SS
and path relinking to Tabu search [1].

2 Literature survey

During the last 40 years, the n/m/P/Cmax problem has held
the attention of many researchers [2]. Although optimal
solutions of n/m/P/Cmax problems can be obtained via
enumeration techniques such as exhaustive enumeration
and the branch and bound method [3], these methods may
take a prohibitive amount of computation time, even for
moderate size problems. Sequencing methods in the
literature can be broadly categorized into two types of
approaches, namely, optimization and heuristic. Optimiza-
tion approaches guarantee to obtain the optimum sequence,
whereas heuristic approaches mostly obtain near-optimal
sequences. Among the optimization approaches, the algo-
rithm developed by Johnson [4] is the widely cited research
dealing with sequencing n jobs on two machines. Lomnicki
[5] proposed a branch and bound technique to find the
optimum permutation of jobs. Since the flowshop schedul-
ing problem has been recognized to be NP-hard, the branch
and bound method cannot be applied for large size
problems. This limitation has encouraged researchers to
develop efficient heuristics. For practical purposes, it is
often more appropriate to look for a heuristic method that
generates a near-optimal solution at relatively minor
computational expense. This leads to the development of
many heuristic procedures.

The currently available heuristics for solving this
problem in the literature can be classified into two
categories: constructive heuristics and improvement heu-
ristics [6]. In the constructive heuristic, once a job sequence
is determined, it is fixed and cannot be reversed. In the
constructive category, methods developed by Palmer [7],
Campbell et al. [8], Gupta [9], Dannenbring [10], Rock and
Schmidt [11], and Nawaz et al. [12] can be listed. Mostly,
these methods are developed on the basis of Johnson’s
algorithm. Turner and Booth [13] and Taillard [14] have
verified that the method proposed by Nawaz et al. [12],
namely NEH, performs well among the constructive

methods tested. On the other hand, Osman and Potts [6],
Widmer and Hertz [2], Ho and Chang [15], Ogbu and
Smith [16], Taillard [14], Nowicki and Smutnicki [17], and
Ben-Daya and Al-Fawzan [18] have developed improve-
ment heuristics for the same problem.

The improvement heuristics start with an initial solution
and then provide a scheme for iteratively obtaining an
improved solution. In recent years, studies with metaheur-
istics have been extensively carried out on this argument.
The metaheuristic is a rather general algorithmic framework
that can be applied to different optimization problems with
minor modifications. Essentially, it is a type of randomized
improvement heuristic [6]. Methods of this type include
genetic algorithms [19, 20], simulated annealing [21, 22],
and the Tabu search [23]. The literature shows that these
methods can obtain very good results for NP-hard combi-
natorial optimization problems. Nowicki and Smutnicki
[24] have developed a new algorithm called the modified
scatter search algorithm (MSSA). MSSA produced 20 new,
better upper bound solutions among 30 very hard, as yet
unsolved instances from common benchmark sets. Another
metaheuristic is given by Stutzle [25], called the iterated
local search (ILS). According to the tests conducted by
Stutzle, the ILS algorithm is much better than the Tabu
search of Taillard [14] and is also better than the Tabu
search of Nowicki and Smutnicki (TSAB) [17]. Ruiz and
Maroto [26] compared 25 methods, ranging from the
classical Johnson’s algorithm or dispatching rules to the
most recent metaheuristics, including Tabu search, simulat-
ed annealing, genetic algorithms, ILS, and hybrid tech-
niques for the benchmark problems [27]. In their paper
[26], all of the algorithms and methods are coded in Delphi
6.0 and run on an AthlonXP 1600+ computer with 512 MB
of main memory. The methods used for comparison are
well known metaheuristics, such as Osman and Potts’ [6]
SA algorithm (SAOP), Widmer and Hertz’s [2] SPIRIT,
Chen et al.’s [28] GA algorithm (GAChen), Reeves and
Yamada’s [29] GA algorithm (GAReev), hybrid GA+local
search by Murata et al. [30] (GAMIT), Stutzle’s ILS [25],
and GA by Ponnambalam et al. [31] (GAPAC). Reza Hejazi
and Saghafian [32] have described a complete survey of
flowshop scheduling problems up to 2004. The proposed
SS method outperforms other methods for the flowshop
scheduling problems of Noorul Haq et. al. [33].

This paper is organized as follows. Section 3 describes
the formulation of the sequencing problem. In Sect. 4, the
elements of the SS method based on the sequencing
problems are discussed. A simple problem is solved by
the proposed SS method in Sect. 5. The computational
results obtained by the application of this method to the
problems selected from benchmark problems [27] are
discussed in Sect. 6. Section 7 includes our discussions
and conclusions.
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3 Problem formulation

The permutation flowshop scheduling problem consists of
scheduling n jobs with given processing times on m
machines, where the sequence of processing a job on all
machines is identical and unidirectional for each job. In
studying flowshop scheduling problems, it is a common
assumption that the sequence in which each machine
processes all jobs is identical on all machines (permutation
flowshop). A schedule of this type is called a permutation
schedule and is defined by a complete sequence of all jobs.
This paper addresses the same problem representation used
in the literature [34].

3.1 Assumptions in permutation flowshop scheduling

The operating sequences of the jobs are the same on every
machine and the common sequence has to be determined.
The following assumptions are made for this work:

1. n jobs, j={i/i=1, 2,..., n}, are available at time 0.
2. There are m machines m1, m2,..., mm to process n jobs,

each having a sufficient capacity of buffer for work-
in-process.

3. Each job can be processed by at most one machine at a
time. Each machine can process at most one job at a
time, and is never interrupted during processing.

4. The processing sequence of n jobs on each machine is
the same, i.e., an optimal permutation schedule is
sought.

5. The setup times of the operations are included in the
processing time and do not depend on the sequence.

3.2 Permutation flowshop problem representation

The permutation flowshop represents a particular case of
the flowshop scheduling problem, having as the goal the
deployment of an optimal schedule for n jobs on m
machines. Solving the flowshop problem consists of
scheduling n jobs (i=1,..., n) on m machines (j=1,..., m).
A job consists of m operations and the jth operation of each
job must be processed on machine j. So, one job can start
on machine j if it is completed on machine j−1 and if
machine j is free. Each operation has a known processing
time pi,j. For the permutation flowshop, the operating
sequences of the jobs are the same on every machine. If
one job is at the ith position on machine 1, then this job will
be at the ith position on all of the machines.

As a consequence, for the permutation flowshop prob-
lem, considering the makespan as the objective function to
be minimized, solving the problem means determining the
permutation which gives the smallest makespan value. In
the above specified context, a job ji can be seen as a set of

operations, having one operation for each of the m
machines:

– ji={Oi1, Oi2, Oi3,..., OiM}, where Oij represents the jth
operation of ji

– Operation Oij must be processed on machine mj

– For each operation Oij , there is an associated
processing time pij

Notationally, F/P/Cmax, considering the makespan as the
objective function to minimize the overall processing time,
refers the problem.

Let ∏1, ∏2, ∏3,..., ∏N be a permutation. Computing the
completion time C(∏i, j) for the ith job of the given
permutation ∏ and machine j can be done as follows:

C Π1; 1ð Þ ¼ pΠ1; 1

C Πi; 1ð Þ ¼ C Πi�1; 1ð Þ þ pΠi; 1 i ¼ 2; . . . ; N

C Π1; jð Þ ¼ C Πi; j� 1ð Þ þ pΠ1; j i ¼ 2; . . . ; M

C Πi; jð Þ ¼ max C Πi�1; 1ð Þ;C Π1; j� 1ð Þf g
þ pΠi; j

i ¼ 2; . . . ; N ;
j ¼ 2; . . . ; M

Under these specifications, the value of the objective
function, the makespan, Cmax, is given as C(∏N, M)
−completion time for the last operation on the last machine.

4 Elements of scatter search

The solution approach that is developed for this permuta-
tion problem consists of an adaptation of the scatter search
(SS) method. SS is an instance of the so-called evolutionary
method, which is not based solely on randomization as the
main mechanism for searching. It constructs solutions by
combining others by means of strategic designs that exploit
the knowledge on the problem at hand. The goal of these
procedures is to enable a solution procedure based on the
combined elements to yield better solutions than one based
on the original elements.

Compared to other evolutionary methods, SS operates
with a population of solutions, rather than with a single
solution at a time, and employs procedures for combining
these solutions to create new ones. The meaning of
“combining” and the motivation for carrying it out has a
rather special origin and character in the SS setting. One of
the distinguishing features of this approach is its intimate
association with the Tabu search (TS) metaheuristic, and,
hence, its adoption of the principle that searching can
benefit by incorporating special forms of adaptive memory,
along with procedures particularly designed for exploiting
that memory. More about the origin and multiple applica-
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tions of SS can be found in Glover et al. [1]. The basic
steps involved in the static SS are:

Step 1 Use the diversification generator to generate
diverse trial solutions from the seed solution(s)

Step 2 Use the improvement method to create one or more
enhanced trial solutions

Step 3 With these initial solutions, update the reference set
(RefSet)

Step 4 Repeat

4.1 Generate subsets of the RefSet
4.2 Combine these subsets and obtain new solutions
4.3 Use the improvement method to create a more

enhanced trial solution
4.4 While continuing to maintain and update the

RefSet

Until Refset is stable (no new solutions are included)
Step 5 If iterations (steps 1–4) elapse without improve-

ment, stop. Else, return to step 1.

4.1 Diversification generation method

The diversification generation method is used to generate a
collection of diverse trial solutions, using an arbitrary trial
solution (or seed solution) as an input. This element of the
SS approach is particularly important, given the goal of
developing a method that balances diversification and
intensification in the search. This method was suggested
by Glover [35], which generates diversified permutations in
a systematic way without reference to the objective
function. Assume that a given trial permutation (P) used
as a seed is represented by indexing its elements, so that
they appear in consecutive order, to yield P=(1, 2,..., n).
Define the subsequence P(h: s), where s is a positive integer
between 1 and h, to be given by P(h: s)=(s, s+h, s+2h,...,
s+rh), where r is the largest nonnegative integer such that
s+rh≤n. Then, define the permutation P(h), for h≤n to be:

P hð Þ ¼ P h : hð Þ; P h : h� 1ð Þ; . . . ; P h : 1ð Þð Þ

To illustrate:

– Suppose P is given by P=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10,
11, 12). If h=4 is chosen, then:

P 4 : 4ð Þ ¼ 4; 8; 12ð Þ
P 4 : 3ð Þ ¼ 3; 7; 11ð Þ
P 4 : 2ð Þ ¼ 2; 6; 10ð Þ
P 4 : 1ð Þ ¼ 1; 5; 9ð Þ

to give:

P 4ð Þ ¼ 4; 8; 12; 3; 7; 11; 2; 6; 10; 1; 5; 9ð Þ
– Similarly, if h=3 is chosen, then:

P 3 : 3ð Þ ¼ 3; 6; 9; 12ð Þ
P 3 : 2ð Þ ¼ 2; 5; 8; 11ð Þ
P 3 : 1ð Þ ¼ 1; 4; 7; 10ð Þ

to give:

P 3ð Þ ¼ 3; 6; 9; 12; 2; 5; 8; 11; 1; 4; 7; 10ð Þ

In this illustration, h is allowed to take the two values
closest to the square root of n. These values are interesting
based on the fact that, when h equals the square root of n,
the minimum relative separation of each element from
every other element in the new permutation is maximum,
compared to the relative separation of exactly 1 in the
permutation P. In general, for the goal of generating a
diverse set of permutations, preferable values for h range
from 1 to n/2.

4.2 Improvement method

The improvement method is used to transform a trial
solution into one or more enhanced trial solutions. Neither
the input nor the output solutions are required to be
feasible, though the output solutions will more usually be
expected to be so. If there is no improvement in the input
trial solution results, the “enhanced” solution is considered
to be the same as the input solution. For each trial solution
produced in diversification, we use the improvement
method to create one more enhanced trial solution.

For example:

1      2      3      4        5

The sequence is divided into two by taking half the
number of jobs on both sides. If the number of jobs is not
an even number, more than half the number of jobs is taken
on the left side (refer to the above example). The jobs on
the right side of the sequence have to be inserted on the left
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side. Similarly, the jobs on the left side of the sequence
have to be inserted on the right side. The improved trial
solution will be obtained by the improvement method.

4.3 Reference set update method

The reference set (RefSet) update method accompanies
each application of the improvement method, and is
generally examined straight after the improvement method,
because of its linking role with the subset generation
method. The update operation consists of maintaining a
record of the b best solutions found, where the value of b is
treated as a constant search parameter. The issues associ-
ated with this updating function are conceptually straight-
forward; to build and maintain a reference set consisting of
the b best solutions is found (where the value of b is
typically small, e.g., not more than 20), organized to
provide efficient accessing by other parts of the method.
Solutions gain membership to the reference set according to
their quality or their diversity.

4.4 Subset generation method

This procedure consists of creating different subsets X of
RefSet, as a basis for implementing the subsequent
combination method. The SS methodology prescribes that
the set of combined solutions (i.e., the set of all combined
solutions that the implementation intends to generate) is
produced in its entirety at the point where X is created.

Therefore, once a given subset X is created, there is no
merit in creating it again. The procedure seeks to generate
subsets X of RefSet that have useful properties, while
avoiding the duplication of subsets previously generated.
The approach for doing this is organized to generate four
different collections of subsets of RefSet, subset type 1, 2,
3, and 4, with the following characteristics:

– Subset type=1: all two-element subsets
– Subset type=2: three-element subsets derived from the

two-element subsets by augmenting each two-element
subset to include the best solution not in this subset

– Subset type=3: four-element subsets derived from the
three-element subsets by augmenting each three-ele-
ment subset to include the best solutions not in this
subset

– Subset type=4: the subsets consisting of the best i
elements, for i=5 to b

A central consideration of this design is that RefSet itself
might not be static, because it might be changing as new
solutions are added to replace old ones (when these new
solutions qualify to be among the current b best solutions
found). In the implementation, however, a static updating of
RefSet is maintained, but a broad definition of “best” for

the membership in this set is used. In other words, RefSet is
not allowed to dynamically change its size, but two criteria
are used to allow solutions initially become members of this
set. One criterion is the quality of the solution (as given by
the objective function value) and the other is the diversity
of the solution (as given by the dissimilarity measure). In
this sense, the definition of “best” to construct the first
RefSet is broader than one that considers only the value of
the objective function. After the first RefSet has been
created, subsequent membership in the set can only be
obtained by means of solution quality. That is, RefSet
changes when the combination method generates solutions
of higher quality and the process stops when RefSet
converges.

4.5 Solution combination method

This method is used to transform a given subset of solutions
produced by the subset generation method into one or more
combined solution vectors. Specific processes for carrying
out these steps are described by Martí et al. [36]. Here, the
solution combination method, which is applied to each
subset generated in the previous step, uses a min–max
construction based on votes. The method scans (from left to
right) each reference permutation in the subset, and uses the
rule that each reference permutation votes for its first
element that is still not included in the combined
permutation (referred to as the “incipient element”). The
voting determines the next element to enter the first still
unassigned position of the combined permutation. This is a
min–max rule in the sense that, if any element of the
reference permutation were chosen other than the incipient
element, then it would increase the deviation between the
reference and the combined permutations. Similarly, if the
incipient elements were placed later in the combined
permutation than its next available position, this deviation
would also increase. So the rule attempts to minimize the
maximum deviation of the combined solution from the
reference solution, subject to the fact that other reference
solutions in the subset are also competing to contribute.

5 Numerical illustration

In this illustration, the processing times for a four-job and
three-machine problem is given below:

Job Machine
* M1 M2 M3
J1 1 8 4
J2 2 4 5
J3 6 2 8
J4 3 9 2

1204 Int J Adv Manuf Technol (2008) 37:1200–1208



The detailed steps involved in the proposed SS method
are given as follows:

Step 1 Generate trial schedules by using the NEH [12]
method as the seed sequence, say (1, 2, 3, 4)

Step 2 Use the diversification generation method to gen-
erate diverse trial solutions from the seed solution.

Select the value of h for the seed sequence. The
preferable value is 1 to n/2, since n=4, h=2:

P 2 : 2ð Þ ¼ 2; 4ð Þ
P 2 : 1ð Þ ¼ 1; 3ð Þ
P 2ð Þ ¼ 2; 4; 1; 3ð Þ ¼ Cmax value is 35

if h ¼ 1; P 1ð Þ ¼ 1; 2; 3; 4ð Þ ¼ Cmax ¼ 28

Step 3 For each trial, with trial solutions produced in step
2, use the improvement method to create one or
more enhanced trial solutions. During successive
applications of the step, maintain and update a
reference set containing the b best solutions. In the
improvement method, the insertion of each ele-
ment on both sides is carried out, as explained in
Sect. 4.2. Example:

2   4   1   3

2   1   4   3 = Cmax = 33

2   3   4   1 = Cmax = 32

Likewise, left to right insertions should be carried out.
Finally, the best sequence is selected and, again, the same
procedure is repeated until there is no improvement observed.
Step 4 From the improvement results, rank the sequence

in order of increasing makespan and form the
RefSet consists of the best and diverse solutions
(refer to Sect. 4.3):

RefSet 1ð Þ ¼ 2 1 4 3
RefSet 2ð Þ ¼ 2 4 3 1

�
best solutions

RefSet 3ð Þ ¼ 1 4 2 3
RefSet 4ð Þ ¼ 3 1 4 2

�
diverse solutions

Step 5 The subsets are formed as:

Subset 1 ¼ 1; 2ð Þ 1; 3ð Þ 1; 4ð Þ
2; 3ð Þ 2; 4ð Þ 3; 4ð Þ

Subset 2 ¼ 1; 2; 3ð Þ 1; 3; 4ð Þ
2; 3; 4ð Þ

Subset 3 ¼ 1; 2; 3; 4ð Þ
(Similarly, all of the four types of subsets are formed for

big problems. Refer to Sect. 4.4.)

6. For each subset produced in step 5, the solution
combination method (refer to Sect. 4.5) is carried out
as follows, e.g.:

Subset 1 ¼ 1; 2ð Þ
RefSet 1ð Þ ¼ 2143

RefSet 2ð Þ ¼ 2431

Combined sequence ¼ 2143 ¼ Cmax ¼ 33

Similarly, all of the sets are combined.

The best solution from the combination set is added to the
RefSet. The same procedure is repeated for the new updated
RefSet until the best possible objective value is obtained.

6 Computational results

One difficulty faced by researchers in scheduling is to
compare their developed heuristics with those of other
researchers. If the standard set of test problems is
accessible, different algorithms’ performances can be
compared on exactly the same set of test problems. For
this reason, 120 benchmark problems are chosen from
Taillard [27] as the test problems for this study. Taillard has
produced a set of n/m/P/Cmax problems with 5, 10, and 20
machines and from 20 to 500 jobs .The instances were
randomly generated as follows for each job i (i=1, 2,..., n)
on each machine j (j=1, 2,..., m), and an integer processing
time pij was generated from the uniform distribution [1, 99].
In order to propose problems that are as difficult as
possible, Taillard [27] generated many instances of prob-
lems, then, for each size of problems, chose the ten
instances that seemed to be the hardest ones to form a
basic problems set. Thus, there were ten instances for each
problem size and 120 problem instances in all. Subsequent-
ly, Taillard [27] gave each of these instances with the
following information: initial value of the random gener-
ator’s seed, a lower bound, and an upper bound of the
optimal makespan. The test problem files are available via
Taillard’s website at http://ina2.eivd.ch/collaborateurs/etd/
problemes.dir/ordonnancement.dir/ordonnancement.html.

The algorithm was coded using C++ and run on an Intel
Pentium IV, 3-GHz PC. To evaluate the algorithm, each of
the problem instances was tested for ten trials. The best trial
was chosen and the ten instances for the same problem size
were averaged. The final results are shown in Table 1,
which gives a comparison with other metaheuristics. Ant
colony systems (ACS) has been discussed by Ying and
Yiao [37], genetic algorithms (GA), simulated annealing
(SA), and neighborhood search (NS) methods were dis-
cussed by Colin [34], MSSAwas discussed by Nowicki and
Smutnicki [24], various metaheuristics were discussed by
Ruiz and Maroto [26], and the best heuristics were
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discussed in the same paper [26]. The solution quality is
measured by the mean percentage difference from Taillard’s
upper bound. The SS algorithm needs an initial permuta-
tion, which can be found by any method. In the tests, which
are conducted in a similar fashion as they are carried out in
previous papers [17, 37], algorithm NEH [12], which is
considered to be the best among simple constructive
heuristics for flowshop scheduling, is used. For each test
instance, the makespan (Cs) using the SS algorithm is
found. The percentage relative deviation (PRD) is used to
measure the algorithm quality:

PRD ¼ 100
Cs � CTð Þ

CT

The PRD is the percentage relative difference between
makespan Cs and the reference makespan CT given by
Taillard [27]. Since the CPU times vary according to the
hardware, software, and coding, the computational efficien-
cy cannot be compared directly in this paper. When
applying heuristics, the properties of reliability and consis-
tency are both important. As demonstrated, SS is very
consistent in the solution quality, with respect to the chance
of obtaining a bad solution, and the computational time. It
is clear that SS is promising for the n/m/P/Cmax problem.
On the whole, SS outperforms the various other metaheur-
istics and heuristic methods except for MSSA. The PRD is
found to be 1.003%, with a maximum of 3.117%.

7 Conclusion

The main aim of this research is to explore the potential of
the scatter search (SS) for scheduling problems of a permu-
tation flowshop. The inherent weakness of many search
procedures is that they often get trapped in a region around
some local minima. Their ability to break out of such entrap-
ments and achieve better, ideally global minima, is based on
their capacity to provide a suitable mixture of intensification
and diversification. SS also provides unifying principles for
joining solutions based on generalized path constructions
and by utilizing strategic designs where other approaches
resort to randomization. The SS algorithm is tested on
problems adopted from Taillard [27] and compared with the
other metaheuristic methods used and compared by Ying
and Liao [37] and Ruiz and Maroto [26]. In fact, the SS
metaheuristic can achieve an average deviation of 1.003%
from the upper bound solution of the benchmark problems
of Taillard [27]. The experimental observations verified the
effectiveness and efficiency of the SS algorithm over the
other metaheuristics. From the results given in Table 1, it is
concluded that the computational time required to obtain
the optimal solution is comparatively low.
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