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Abstract An experimental study of the optimum maxi-
mum plunger speed in the slow phase of a high-pressure die
casting machine with horizontal cold chamber is presented.
A special apparatus that uses a photoelectric sensor to
determine the instant at which the working fluid reaches the
runner was developed and installed in the injection
chamber. The measured volumes of air remaining in the
chamber at this instant for various maximum plunger
speeds were compared with those predicted by a three-
dimensional numerical model based on a finite element
formulation and the volume of fluid method for treating the
free surface. Very good agreement was found between
experimental and numerical results, except for maximum
plunger speeds higher than the optimal, for which very
complex fluid flow phenomena (that would require a more
detailed numerical analysis of the air entrapment mecha-
nisms) tend to be produced. The optimum maximum
plunger speed at which the measured volume of trapped air
is minimum was found to be very close to that predicted
numerically.

Keywords Air entrapment . High-pressure die casting
machine . Maximum plunger speed . Porosity . Slow phase

Nomenclature

A Cross-sectional area of the injection chamber
Al Cross-sectional area occupied by the liquid
c Speed relative to the fluid of a small-

amplitude wave corresponding to Al

f Initial filling fraction, Al0/ A
g Gravitational acceleration
h Free-surface height
H Height of the injection chamber
l Length in the plunger acceleration law of

Eq. (2)
L Length of the injection chamber
n Number of measurements during a shot
R2 Statistical coefficient of determination
t Time
te Time delay of the signal emitted by the

photoelectric sensor
tf Filling time of the injection chamber
tm Time at which the control system detects the

signal emitted by the photoelectric sensor
tp Actual time at which the liquid begins to

flow through the runner
tH Time at which the plunger acceleration

ceases
T Width of the free surface
Umax Maximum plunger speed in the slow phase
V Volume of air remained in the chamber at the

instant tp
x,y,z Coordinates (Fig. 7)
X Location of the plunger face

Subscripts

0 Quantity corresponding to the initial depth

1 Introduction

High-pressure die casting (HPDC) using machines with
horizontal cold chambers (currently the most commonly
used in processes for manufacturing near-net shape cast
components) allows very high production rates with small
dimensional tolerances and a good surface finish. The most
common defect in the parts manufactured by this process is
porosity, one important cause of which is the entrapment of
air during injection [1]. The selection of appropriate
operating conditions during injection can contribute to
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minimizing such porosity and, to this end, the injection
process usually consists of slow and fast shot phases (see,
respectively, Fig. 1(a) and (b)). This work focuses on the
slow initial phase, during which the plunger first forces the
molten metal to rise and fill the upper section of the injection
chamber, and thenmoves at a constant speed until the molten
metal completely fills the injection chamber. The amount of
air trapped during this initial phase may represent a
considerable contribution to the total mass of trapped air
that produces porosity in the manufactured part. This is
particularly so when inappropriate operating parameters are
used during injection.

Air entrapment in the injection chamber is related to the
behavior of the surface wave of the molten metal caused by
plunger motion. If the plunger reaches a speed higher than
a certain optimum value, the wave will reflect against the
chamber ceiling, as shown in Fig. 2(b), and its forward face
might roll over; or, the ceiling jet formed might reach the
runner too early, both of which cause air to be trapped. On
the other hand, if the plunger speed does not reach this
optimum value, the wave might reflect against the end wall
of the chamber and trap air in front of the plunger and along
the chamber ceiling, as shown in Fig. 2(a). Different
authors (see, for example, references [2–8]) carried out
experiments using water as working fluid in a transparent
injection chamber and visualization techniques to analyze
the influence of different injection conditions on air
entrapment effects during the slow phase. In particular,
Garber [3] studied experimentally the existence of a critical
plunger speed above which the impact of the metal against
the chamber ceiling causes the wave to roll over. The
studies of Karni [4], Duran et al. [5] and Brevick et al. [6]
mainly focused on the influence of the plunger acceleration
law on the amount of air trapped in the chamber. They used
a photo-cell switch to determine the instant at which the
water completely covers the chamber end wall, and related
the air remaining in the chamber at this instant to the air
trapped during the slow phase. The studies devoted to

investigating experimentally the flow of molten metal in
real operating conditions are relatively scarce. Although
authors such as Smith and Wallace [9], Lindsey and
Wallace [10], Brevick et al. [11] and Huang et al. [12] made
experiments in HPDC machines with cold chambers, their
results are mainly related with the fast injection phase.

Theoretical investigations aimed at determining a
suitable plunger motion law may be mostly classified
into analytical [3, 11, 13, 14–17] or numerical [18–24]
approaches. Backer and Sant [19] used the Wrafts code
[25] to simulate the fluid flow of molten metal in the
injection chamber. This code, which is based on a finite
element formulation to solve the momentum and mass
conservation equations and a volume of fluid (VOF)
method to describe the free surface, was also used by López
et al. [22] to obtain the optimum maximum plunger speed
for different initial filling fractions and plunger acceleration
laws. The simulations were carried out without considering
the reflection of the wave of molten metal against the
chamber end wall, which in our previous works had been
taken into account only for two-dimensional chamber
configurations [20, 21]. The possibility of estimating the
optimum plunger speed using simple models based on the
one-dimensional shallow-water approximation was also
investigated in [22]. A detailed description of these simpler
models can be found in [15, 16, 22].

In this work, the optimum maximum plunger speed that
minimizes air entrapment in the chamber is determined
experimentally in a real die casting machine. A plunger
acceleration law proposed by López et al. [16], which
attempts to reduce air entrapment effects, was used in all
the experiments. A special apparatus that uses a photo-
electric sensor was installed in the machine to measure the
instant at which the working fluid (water) reaches the
runner. The volume of air remaining in the chamber at this
instant is determined as a function of the maximum plunger
speed for different initial filling fractions. The experimental
results are compared with those obtained with a three-
dimensional numerical model, similar to that used by
López et al. [22], but taking into account the reflection of
the wave against the chamber end wall in order to quantify
the volume of trapped air in the chamber. For validation
purposes, the results of the numerical model are also
compared with those obtained with a simplified shallow-
water model. The results of this work have allowed us to
assess experimentally the possibilities and limitations of
using the numerical model as a useful tool in the design of
appropriate operating conditions.

2 Experimental procedure

2.1 Equipment and instrumentation

The experiments were carried out in an HPDC machine
with horizontal cold injection chamber and a locking force
of 1500 kN, using water as the working fluid. A sketch of
the machine is represented in Fig. 3, where the moving and
fixed parts of the die are open. The special apparatus
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Fig. 1 Schematic representation of the injection chamber of an
HPDC machine during (a) the initial slow stage and (b) the
subsequent fast stage of the injection process
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installed on the moving side of the die, shown in more
detail in Fig. 4, includes a thin runner, which is open to the
atmosphere and allows the correct evacuation of the air
contained in the chamber, and the device used to determine
the instant at which the water begins to flow through the
runner, which generates the light signal that activates a
photoelectric sensor. The thickness of the runner was made
equal to the diameter of the fiber-optic cable (1.2 mm)
connected to the photoelectric sensor. Some tests were

performed with colored water, and no appreciable differ-
ences were observed in the determination of this instant.

A schematic representation of the control system of the
machine is shown in Fig. 5. A programmable logic control
system regulates the plunger motion at ten different
positions along the total stroke using a hydraulic system
with a proportional central control valve. The opening
percentages of the valve can be adjusted between 10 and
100% by means of a PC-based interface. It should be
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Fig. 2 Simulation results of two cases with maximum plunger speeds lower (a) and higher (b) than the optimal speed that minimizes the
volume of trapped air in the injection chamber (wave surface profiles at the symmetry plane of the injection chamber)
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mentioned that the required values of the opening
percentages of the valve to reproduce a certain plunger
motion law depend on several variables: initial filling
fraction, plunger diameter, chamber length, pressure and
temperature of the hydraulic system, and friction effects
between the plunger and the injection chamber, among
others. The appropriate values of the valve opening were
adjusted using a trial-and-error procedure with the aid of a
computer code specifically developed for this purpose. The
position of the plunger face at any time t, X(t), was
measured using a magneto-resistive position transducer
that generates a digital signal with a resolution of 0.1 mm
and a manufacturer-specified maximum error of ±0.1 mm.
In order to check the accuracy of the position transducer,
different measurements were carried out by programming
the machine in order to stop the plunger at different
locations. The difference between the registered plunger
position at a given location and that obtained with a high-
precision measurement instrument (with a resolution of
0.01 mm) was found to be always lower than the maximum
error mentioned above.

When the plunger speed measured during a given shot
did not follow the desired law closely enough, the injection
experiment was rejected. These cases were detected when
the statistical coefficient of determination

R2 ¼ 1�
Pn
i¼1

X
0
i � bX 0

i

� �2

Pn
i¼1

X
0
i � X

0� �2 (1)

was lower than 0.9 (n is the number of measurements, X
0
i

and bX 0
i are the measured and the desired plunger speed, and

X
0
the mean value of the plunger speed during the shot).

Table 1 shows the number of shots performed and rejected
for the different operating conditions used in the experi-
ments. It should be mentioned that 86% of all injection
shots for which R2≥0.9 had an R2 coefficient greater than
0.95. As an example, the relatively good degree of
agreement between the desired (continuous line) and
measured (dotted line) plunger speeds for a typical shot
with R2=0.95 can be observed in Fig. 6.
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Injection chamber Plunger
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injection chamberPouring hole
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Fig. 4 3D view of the special
apparatus that incorporates the
runner and the device used to
detect the flow of water through
the runner

Fig. 5 Schematic representation
of the control system installed
in the HPDC machine
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Experiments were carried out for the three initial filling
fractions of Table 1, which required using ladles of
different volumes. The ladles were calibrated using a
high-precision balance (resolution of 10−4 g and repeat-
ability of ±2×10−4 g). The maximum error in the volume of
water poured into the chamber was found to be around ±0.2
per cent of the total volume of the injection chamber (AL).
The initial length and diameter of the chamber used were
L=0.265 m and H=0.05 m, respectively, which gave a
relation L/H=5.3. For each combination of initial filling
fraction and maximum plunger speed values, a series of at
least ten injection shots was carried out. The following
plunger acceleration law [16, 17] was used:

X
00
tð Þ ¼ 2

3

c20
l

1� c0
l
t

h i�4=3
; for t � tH (2)

where (tH is the time at which the plunger acceleration
ceases X

0 0
tð Þ ¼ 0 for t>tH), l is a positive constant and

c0 ¼ gAl0=T0ð Þ1=2 is the speed relative to the fluid of a
small-amplitude wave (g is the gravitational acceleration,
Al0 the cross-sectional area initially filled with liquid, and
T0 the corresponding width of the free surface; see Fig. 7).
The injection shot was stopped when the plunger reached a
position (which depends on the initial filling fraction) that
ensured water had started to flow through the runner. After
each injection, the runner was blown with compressed air
in order to clean out the light beam area.

2.2 Experimental determination of the volume
of trapped air

Each shot was initiated a certain time after the water was
poured manually in order to allow the liquid in the chamber
to come to rest, and the free surface to become (within
reason) flat. The volume of air remaining in the injection
chamber at the instant tp at which the water begins to flow
through the runner, made dimensionless with the initial
chamber volume, is given by:

V

AL
¼ L� X tp

� �
L

� f ; (3)

where X(tp) is the length traveled by the plunger at the
instant tp and f=Al0/A is the initial filling fraction (note that

the remaining volume in the chamber at the instant tp is
A L� X tp

� �� �
and the volume of poured water is ALf). It is

expected that this volume is related to the volume of air
trapped within the liquid and that a considerable fraction of
the porosity of the manufactured part is caused by this
trapped air.

The injection control system provided discretized data of
the plunger position X and the state of the photoelectric
sensor (‘off’ in the normal state and ‘on’ when the water
has reached the runner) as a function of time t, with a
sampling frequency of about 10,000 data per second. The
plunger speed X

0
at any time was calculated from the

discretized plunger positions using a time-centered finite
difference formula. The time interval of differentiation was
sufficient to avoid spurious errors due to the limited
resolution of the position transducer. The maximum error
of the plunger speed obtained in this way was estimated to
be in the order of ±0.003 ms−1

.In order to determine the plunger position at the instant
at which the water begins to flow through the runner, it is
necessary to estimate the slight time delay produced in the
transmission of the signal from the photoelectric sensor to
the control system. For this purpose, a test was carried out
in which the photoelectric sensor was used to detect the
moment a fixed reference mark made in the plunger
crossed the light beam, when the plunger was moved with
different constant speeds X

0
(in the range between 0.16

and 0.81 ms−1). Figure 8 shows the plunger position
registered by the magneto-resistive transducer, X(tm),
corresponding to the instant at which the control system
registers the crossing of the reference mark, t

m
, as a

function of the plunger speed, X
0
tmð Þ. Note that, if the time

delay of the signal, te, is constant, X(tm) must increase
linearly with the plunger speed, and so the actual position
of the sensor can be estimated as X tmð Þ � teX

0
tmð Þ . The

signal delay was obtained as the slope of the linear
correlation curve through the experimental points (with a
correlation coefficient of 0.997), which was calculated to
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Fig. 6 Comparison between theoretical (continuous line) and
measured (cross symbols) plunger speeds for a typical shot with
R2=0.95 (Al0/A=0.374 and Umax=0.57 ms−1)

Table 1 Ranges of operating conditions used in the experiments
and corresponding number of performed and rejected shots

Initial filling fraction, Al0/A

0.252 0.374 0.5

Range of maximum plunger
speeds, Umax/ (gH)

1/2
0.41÷1.21 0.45 ÷ 1.27 0.36 ÷ 1.09

Number of performed shots 146 142 129
Number of rejected shots 1 21 35
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be te=1.32±0.01 ms. Then, if tm is the time at which the
control system detects the signal emitted by the photo-
electric sensor after the water begins to flow through the
runner, the actual plunger position X(tp) in Eq. (3) is
obtained from

X tp
� � ¼ X tmð Þ � teX

0
tmð Þ (4)

where X(tm) is the plunger position registered by the
magneto-resistive transducer and X

0
tmð Þ the correspond-

ing plunger speed.

3 Numerical models

3.1 CFD model

The results for the amount of trapped air in the injection
chamber are compared in Section 4 with those predicted by
a three-dimensional CFD code (Wrafts code [25]), which is
based on a finite element method to solve the momentum
and mass conservation equations using a projection method
[26]. The momentum equations were solved using an
explicit time integration for the velocities, and the pressure
was calculated from a Poisson equation at each time step. A

volume of fluid (VOF) method [27] was used to describe
the evolution of the free surface, and the mesh was moved
and deformed using a technique similar to the arbitrary
Lagrangian−Eulerian method [28]. The nodes located at
the plunger face were moved according to the law of
Eq. (2), and those at the chamber end wall were maintained
in a fix position. The influence of air motion on the
dynamics of the free surface has been neglected, and so
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only the flow in the liquid phase was solved. As mentioned
in the Introduction, López et al. [22] already applied this
model to study the flow in a chamber of circular cross
section, but without considering effects of wave reflection
against the end wall of the injection chamber.

It will be considered that the liquid in the chamber is
initially at rest and that the free surface is flat (Fig. 7). Heat
transfer and solidification effects are neglected (the typical
duration of the slow injection phase is in the order of 1 s).
Because of the symmetry of the problem, only one half of
the physical domain is solved. A computational mesh with
8-noded hexahedral elements is used (Fig. 7(b)), except at
the cylindrical chamber wall, where some of the elements
have six nodes.

The pressure in the free surface cells is fixed, and a no-
slip condition is imposed at the injection chamber walls. At
the plunger face, the horizontal velocity given by the
acceleration law of Eq. (2) is fixed. Appropriate boundary
conditions were imposed at the symmetry plane. Attention
in this work was focused on conditions close to the optimal,
for which surface tension effects are expected to have very
little influence on the free-surface dynamics; they have
therefore been neglected. Operating conditions far from the
optimal, for which phenomena such as those involved in
wave breaking processes or wall jet formation occur at very
early stages of the shot, are not considered. Additional
numerical details of the code are given in [21] (where a
comparison with some experimental data is made) and
[22].

3.2 One-dimensional shallow-water model

In this section, the simplified model of the flow in the
injection chamber based on the shallow-water approxima-
tion will be briefly described. In this model, viscous effects
and vertical acceleration will be neglected, so that hydro-
static conditions will prevail along any vertical line in the
liquid (further details can be found in references [21, 22]; a
detailed analysis about the validity of the shallow-water
approximation for typical operating conditions can be
found in reference [21]). By using the method of

characteristics, the governing equations reduce to the
following compatibility conditions:

du

dt
� g

c

dh

dt
¼ 0; (5)

along the characteristic lines defined by

dx

dt
¼ u� c; (6)

where h=h(x,t) is the free-surface height, u=u(x,t) is the
horizontal velocity component of liquid, Al =A1(x,t) is the
cross-sectional area filled with liquid, T=T(x,t) is the width
of the free surface, g is the gravitational acceleration, and
c ¼ ðgAl=TÞ1=2 is the speed relative to the fluid of a small
amplitude wave corresponding to the area A1 (the coordi-
nate system is represented in Fig. 7(a)). It is considered that
the liquid in the injection chamber is initially at rest, and
that the area occupied by the liquid is a given fraction, Al0/
A, of the cross-sectional area of the chamber. A boundary
condition is applied at the plunger surface, where the
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velocity of liquid is taken to be equal to the plunger
velocity given by Eq. (2). To take into account the effect of
wave reflection against the end wall of the chamber,
another boundary condition is applied at this wall, where u
is taken equal to zero.

Unlike when the chamber is considered to be two-
dimensional and wave reflection effects are neglected,
Eqs. (5) and (6) have no analytical solution and must be
solved numerically. The numerical resolution is carried out
using a deformable finite difference grid in the x-t plane
and an algorithm based on the inverse marching method, in
which the locations of solution points are specified a priori.
The characteristic curves through each solution point are
extended rearward to intersect the line of constant time on
which the points calculated at the previous time step are
located. The characteristic curves between the solution
point and the intersection points (initial data points) are
approximated by straight lines. The finite difference
equations resulting from the discretization of Eqs. (5) and

(6) are solved by using the modified Euler predictor-
corrector method. In the predictor step, the coefficients in
the finite difference equations are calculated at the initial-
data points, where the flow properties are determined from
a natural cubic spline interpolation based on previous
solution points. In the corrector step, the coefficients are
calculated from the average values of the dependent
variables along each characteristic curve. At each time
step, a uniform grid step size Δx is calculated, and a ratio
Δx/Δt is chosen to satisfy the CFL stability condition.

4 Results and discussion

4.1 Comparison between results of the CFD
and shallow-water models

The results of the CFD model and of the shallow-water
model presented in the previous section were first
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compared for injection conditions involving a relatively
intense reflection of the metal wave against the end wall of
the chamber, corresponding to a sufficiently high value of
the parameter l in Eq. (2) l ¼ 4=3Lð Þ. As an example, Fig. 9
shows results for the wave surface profile at the symmetry
plane of an injection chamber with L=9H, H=0.05 m and a
low initial filling fraction, Al0/A=0.2 . The results of the
CFD model were obtained with grids of three different
sizes, using the dynamic viscosity and density of pure
aluminum at its freezing point (1.3×10−3 Pa s and 2385 kg
m−3, respectively). The vertical scale of the figure has been
enlarged by a factor of 2.34 in order to emphasize the
differences between both types of results. The time has
been made dimensionless with the time

tf ¼ tH þ L 1� fð Þ � X tHð Þ
Umax

; (7)

at which the injection chamber would be completely filled
with liquid (filling time). Umax is the maximum speed
reached by the plunger (i.e., X′ (t)=Umax for t>tH). In order
to avoid the formation of a ceiling jet in the CFD
simulation, plunger acceleration ceased when its speed
reached the optimum maximum value predicted by López
et al. [22] (it can be noted from the figure that the height of

the free surface predicted by the 1D model reaches a
maximum value of y/H=0.94 in the last two profiles
depicted). Also, note that near grid-independent results are
obtained for mesh sizes in the range considered in Fig. 9.
The rest of the results presented in this work were obtained
with the intermediate mesh of 230×60×30 elements. On the
other hand, a very good agreement can be observed from
Fig. 9 between the wave profiles predicted by the 1D and
3D models, even for the last instants represented. Notice,
however, that the shallow-water model predicts a slightly
earlier closure of the runner, which, in this case, is caused
by the reflection of the wave against the end wall.

To avoid air entrapment as a result of wave reflection
against the end wall of the chamber, a plunger acceleration
higher than that corresponding to Fig. 9 should be used
(note that the lower the l value, the higher the plunger
acceleration). Figure 10 shows CFD and shallow-water
results for the dimensionless volume V/(AL) occupied by
the air in the injection chamber when the liquid reaches the
runner, as a function of the non-dimensional acceleration
parameter L/l, for the same chamber dimensions and initial
filling fraction of Fig. 9. For L/l values higher than around
0.8, the shallow-water model predicts that the wave will
break before the liquid reaches the runner, and so only CFD
results are represented. For L/l<0.8, note that the earlier
closure of the runner predicted by the shallow-water model
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Fig. 12 Results of the CFD
model for the wave surface
profiles in the symmetry plane
of the chamber, for L=5.3H,
H=0.05 m, the plunger acceler-
ation law of Eq. (2), two
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and maximum dimensionless
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mentioned above produces higher volumes of trapped air
than those obtained with the CFD model. It can be
observed that the optimum value of L/lwhich minimizes air
entrapment while keeping the chamber filling time as low
as possible (tf decreases as L/l increases) is very close to the
optimum value (L/l)opt=1 predicted analytically by the
shallow-water model for an equivalent chamber with a two-
dimensional cross-section configuration [16].

4.2 Comparison with the experimental results

Experimental observations by Garber [3] and the numerical
predictions carried out by López et al. [22] showed that, for
certain injection conditions, a wall jet tends to be formed
along the chamber ceiling, which results in the overturning
of the free surface. It was suggested that the wall jet could
be avoided, or its effects minimized, by stopping the
plunger acceleration at a certain instant before the liquid
completely covers the plunger face. Figure 11, which
corresponds to an initial filling fraction of 0.252, and
Figs. 12(a,b) and 12(c,d), for initial filling fractions of
0.374 and 0.5, respectively, show the numerical results for
the wave surface profiles at the symmetry plane obtained
with the three-dimensional CFD model for different
maximum plunger speeds and the same chamber config-
uration as used in the experiments, with H=0.05 m and L/
H=5.3. The optimum plunger acceleration parameter, l=L,
predicted analytically by López et al. [16], and the dynamic
viscosity and density of water, were used in all computa-
tions presented in this section. It can be observed that,
when the maximum plunger speed is too high (see Figs. 11
(c), 12(b) and (d)), a wall jet is formed along the chamber
ceiling, whereas when it is too low, the reflection of the
wave against the end wall of the chamber tends to increase
air entrapment (see the results for the lowest maximum
plunger speed in each figure). The results of Fig. 11(b),
corresponding to the optimum Umax value predicted
numerically by López et al. [22], show that the wall jet
along the chamber ceiling can be avoided and the amount
of trapped air can be considerably reduced by stopping
plunger acceleration at a certain time before the liquid
completely covers the plunger face.

In Fig. 13 we compare numerical and experimental
results for the dimensionless volume occupied by the air in
the injection chamber at the instant at which the liquid
begins to flow through the runner, V/(AL). Figure 13(a–c)
show, for initial filling fractions Al0/A=0.252, 0.374, and
0.5, respectively, the mean value and 95% confidence
interval of V/(AL) as a function of the maximum plunger
speed reached by the plunger, Umax. The confidence
intervals were calculated from a Student’s t distribution and
taking into account the errors in the measurement of the
plunger position, volume of poured liquid and time at
which the liquid begins to flow through the runner. The 3D
numerical results are represented in Fig. 13 with open
circles. It can be observed that there is good quantitative
agreement between the numerical and experimental results,
except for plunger speeds higher than the optimal, for
which the wall jet formation along the chamber ceiling
would require a more detailed analysis of the flow, taking
into account, for example, surface tension effects and using
a higher grid resolution to simulate the small-scale motions
which are expected to appear. It is worth noting that, for the
operating conditions considered in the experiments, the
volume of trapped air in the chamber, V, may reach values
higher than ten percent of the total volume of the chamber
AL. Also note that, for the optimum plunger acceleration
parameter l=L used in the experiments, there is an optimum
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1/2, for the same plunger acceleration law of
Figs. 11 and 12 and different initial filling fractions. The vertical
arrows represent the optimum values predicted numerically by
López et al. [22]
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maximum plunger speed for which the volume of trapped
air in the injection chamber is reduced to zero, even for the
lower initial filling fraction used.

For each value of the initial filling fraction, Fig. 13 also
shows, with a vertical arrow, the optimum maximum
plunger speed predicted by López et al. [22] using the
three-dimensional CFD model, but neglecting effects of
wave reflection against the chamber end wall. Note that this
value is very close to that corresponding to the minimum
volume of trapped air obtained in this work, which
confirms the fact that, in the range of plunger acceleration
parameters considered in this figure, the formation of a wall
jet along the chamber ceiling, rather than the effects of
wave reflection against the chamber end wall, is the
decisive factor that determines the optimum value of Umax.

5 Conclusions

The volume of air remaining in the injection chamber of a
real die casting machine at the instant at which the liquid
begins to flow through the runner has been measured for
wide ranges of the maximum speed reached by the plunger
and three different initial filling fractions. A three-dimen-
sional numerical model, based on a finite element formu-
lation and the volume of fluid method for treating the free
surface, whose results were compared with the results of a
shallow-water model, was used to simulate the flow in the
injection chamber for the same experimental conditions in
the die casting machine. The agreement between the
measurements and the numerical predictions was very
good for plunger speeds lower than the optimal. For higher
speeds, complex fluid flow phenomena associated with the
formation of a wall jet along the chamber ceiling would
require a more detailed numerical analysis of the air
entrapment mechanisms. The optimum maximum plunger
speed for which the measured volume of trapped air is
minimum was also found to be very close to that predicted
by the numerical model. From these results, it can be
concluded that the numerical model proposed in this work
can be regarded as a useful prediction tool for the design of
operating conditions that tend to reduce porosity in
manufactured parts.
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