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Abstract In the end milling process of a flexible workpiece, it
is well recognized that the precise determination of the instan-
taneous uncut chip thickness (IUCT) is essential for the cutting
force calculation. This paper will present a general method that
incorporates simultaneously the cutter/workpiece deflections and
the immersion angle variation into the calculation of the IUCT
and cutting forces. Contributions are twofold. Firstly, consider-
ing the regeneration model, a new scheme for the IUCT cal-
culation is determined based on the relative positions between
two adjacent tooth path centers. Secondly, a general approach is
established to perform numerical validations. On one hand, the
engagement/separation of the cutter from the workpiece is in-
stantaneously identified. On the other hand, the calculation of
the IUCT is iteratively performed. To demonstrate the validity of
the method, several examples are used to show the convergence
history of the cutting force and the IUCT during the flexible
end milling process. Both theoretical analyses and numerical re-
sults show that the regeneration mechanism is short lived and
will disappear after several tooth periods in flexible static end
milling process.

Keywords Chip thickness · Cutting forces · End milling ·
Radial depth of cut

1 Introduction

End milling is a widely used manufacturing process in aerospace,
automobile, and die-mold industries for slotting and shaping
thin-walled workpieces. With the advancement of CAD/CAM
technologies, more and more parts such as the aircraft wing
panels, engine blades are milled by removing extra material
from monolithic blanks. However, the increased complexity of
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parts and the extreme properties of machining materials are con-
tinuing to challenge the current manufacturing capability. To
obtain productivity improvement and required machining qual-
ity, reliable machining technologies must be employed. One of
the efficient ways is to simulate the critical milling attributes
such as machinability, surface quality, cutter wear/fracture, and
chatter [1–10] and then some machining planning and online
monitoring methods will be figured out. It is recognized that the
modeling of cutting forces constitutes the basis for all simulation
work. To this end, an earlier fundamental of milling kinemat-
ics was analyzed by Martellotti [11], who pointed out that the
trochoidal path of each milling tooth could be approximated by
a circular path at each tooth-passing interval. Koenigsberger et
al. [12] proposed that the cutting forces are proportional to the
IUCT and the proportional coefficients, i.e., cutting coefficients
may be assumed to be constants with respect to the average
chip thickness. With this idea in mind, Kline et al. [13] pre-
sented a numerical model for the prediction of cutting forces in
end milling. Considering the chip thickness variation, a more
accurate prediction scheme using the cutting coefficients as ex-
ponential functions of the average uncut chip thickness was
proposed by Altintas et al. [14]. In all the above models, it is
necessary to note that combining effects of the shearing mech-
anism on the rake face together with the rubbing or ploughing
mechanism at the cutting edge are reflected by a single coeffi-
cient. By separating these two mechanisms, Budak et al. [15]
used the measured cutting forces and orthogonal cutting data, re-
spectively, to calibrate two such independent coefficients. For the
same purpose, an on-line method was also proposed by Zheng et
al. [16]. Besides, Armarego et al. [17] proposed a cutting force
prediction model by transforming orthogonal cutting parameters
to oblique milling ones. Yücesan’s model [18] accounted for the
effects of the friction, pressure as well as the force flow angle.

Clearly, all cutting force models mentioned above are based
on the local cutting analysis and rely on the IUCT. In fact, the
cutter/workpiece deflections affect the IUCT in the highly flex-
ible cutting process. To understand effects of cutting parameters
upon the IUCT and also effects of the latter on the cutting forces,
investigations have been made on the calculation of the IUCT in
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terms of the runout and deflections. Sutherland et al. [19] pro-
posed a regeneration model to calculate the IUCT by considering
both the runout and the cutter’s deflection. Kline et al. [20] eval-
uated the IUCT by accounting for the parallel axis offset cutter
runout with negligence of workpiece/cutter deflections. Smith
et al. [21] also suggested a geometric progression regeneration
model to predict the IUCT. Later, an iterative formulation that
relates the cutting forces in the current tooth period to those in
the previous tooth period was proposed by Budak et al. [1], who
considered the effect of cutter defections upon the IUCT and
the cutting forces, but didn’t take into account the influence of
workpiece deflections and the immersion angle variation. Their
numerical results showed that the cutting forces deduced from
the regeneration model converge to those produced by using
nominal chip thickness values in few tooth intervals.

This paper presents a general method for the prediction of the
IUCT and cutting forces. The prominent feature of this method
is that it incorporates the effects of the cutter/workpiece deflec-
tions and the immersion angle variation. A new IUCT computing
scheme is proposed according to the IUCT definition. In particu-
lar, an improved iterative algorithm is presented to correct the
IUCT and the radial depth of cut. The algorithm uses the concept
of correction factor or weighted parameter to ensure the conver-
gence. In addition to these, two typical cutting force models are
used to study the regeneration model. By using numerical tests
of flexible static end milling process, it concludes that the regen-
eration phenomena always disappear after several tooth periods.
This conclusion ensures that the nominal uncut chip thickness
can be used reliably for all simulation work of the static end
milling process.

2 Basic mechanistic model of end milling

2.1 Modeling of the cutter and the workpiece

The end milling process is simulated by means of the finite elem-
ent method. To simplify the modeling procedure, a great flexibil-
ity is offered to users who are able to discretize the cutter and
the workpiece independently, i.e., coordinate systems, meshing
methods and element types are selected independently according
to their own structural characteristics. In this study, the helical
end mill is axially divided into N elements of equal length along
the cutter axis as shown in Fig. 1. Here, notation (i, j) denotes
the cutter node which is the intersection between one horizontal
mesh line and the ith cutting edge, while {i, j} represents the
cutter element which is the cutting edge segment between cut-
ter node (i, j) and cutter node (i, j + 1). With the aid of any
available finite element mesh generator, the workpiece may be
discretized into a 3D irregular finite element mesh consisting of
tetrahedral elements, prismatic elements, hexahedral elements or
a combination of them.

2.2 Cutting force models

In this study, two popular cutting force models are considered
to reveal the effects of the IUCT. By convention, Fi, j,T , Fi, j,R,

Fig. 1. Cutter’s model in down milling

Fi, j,z denote the instantaneous tangential, radial and axial cutting
forces acting on cutter element {i, j}.

• Model 1 [1, 4, 5, 14]

⎧
⎨

⎩

Fi, j,T = KT ·hi, j ·dz
Fi, j,R = K R · Fi, j,T

Fi, j,z = Kz · Fi, j,T

(1)

where hi, j and dz denote the IUCT and nominal axial length of
cutter element {i, j}, respectively, with dz = L/N . hi, j measured
in unit of length whose value depends upon the feed per tooth
and the tooth path. The calculation of hi, j will be developed in
Sect. 2.3. KT , K R and Kz are experimentally calibrated cutting
coefficients, that combine the shearing mechanism at the shear
zone with the rubbing or ploughing mechanism at the cutting
edge. These coefficients can be treated as constants or power
functions of the average uncut chip thickness h̄.

KT = kT h̄−kp ; K R = kRh̄−kq ; Kz = kzh̄−ka (2)

with kT , kR, kz, kp, kq and ka being determined from
experiments.
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• Model 2 [7, 15, 16]

⎧
⎨

⎩

Fi, j,T = KTc ·hi, j ·dz + KTe ·dz
Fi, j,R = K Rc ·hi, j ·dz + K Re ·dz
Fi, j,z = Kzc ·hi, j ·dz + Kze ·dz

(3)

where definitions of hi, j and dz are the same as in Model 1. KTc,
K Rc, Kzc are tangential, radial, and axial cutting force coeffi-
cients related to shearing, while KTe, K Re, Kze are tangential,
radial, and axial edge force coefficients related to rubbing or
ploughing.

For each cutter element {i, j}, the instantaneous cutting
forces may be expressed in XYZ coordinate system
⎧
⎨

⎩

Fi, j,X = −Fi, j,T cos θi, j−Fi, j,R sin θi, j

Fi, j,Y = Fi, j,T sinθi, j−Fi, j,R cos θi, j

Fi, j,Z = Fi, j,z

(4)

where θi, j is the angle determined clockwise from the exterior
normal of the machined workpiece to the cutting position of cut-
ter element {i, j}. Since each cutter element is relatively small,
the related cutting position is approximately assumed to be the
middle point of cutter element {i, j} without considering the
variation of the helical angle in each element.

The resultant cutting forces FX , FY , and FZ acting on the
whole cutter can be obtained by summing Fi, j,X , Fi, j,Y , and
Fi, j,Z over all cutter elements

FX =
∑

i, j

Fi, j,X, FY =
∑

i, j

Fi, j,Y , FZ =
∑

i, j

Fi, j,Z . (5)

However, for some cutter elements, one of two extreme cutter
nodes may be disengaged from the workpiece while the other one
is in cut. As depicted in Fig. 2, cutter node (i, j) is not in contact
with the workpiece but cutter node (i, j +1) is in contact with the
workpiece. Therefore, the axial length of cutter element {i, j} in-
volved in Eqs. 1 and 3 has to be corrected based on the following
relation

dz′ = ui, jdz (6)

where ui, j is a correction factor of cutter element {i, j} defined
as

ui, j = zi, j

dz
(7)

where zi, j is the axial length of cutter element {i, j} being in con-
tact. For example, the correction factor of cutter element {i, j} in
Fig. 2 equals EC/ED.

2.3 Calculation of the IUCT

As illustrated in Fig. 3, at an instantaneous cutting position of
cutter element {i, j}, the IUCT, hi, j , refers to the distance in
the radial direction of the cutter between the tooth path to be
generated by the cutter element {i, j} and the surface left by
the previous cutter element {i −m, j}. Note that m �= 1 implies

Fig. 2. Illustrations of correction factor in up milling

Fig. 3a,b. Geometric illustration of chip thickness a Definition of the IUCT
b Geometric relation for the regeneration model



640

the existence of runout. Due to the deflections of the cutter and
workpiece, the cutter axis shifts from its nominal position. As
a result, two adjacent tooth paths will deviate from the desired
paths. So, hi, j will be different from the nominal values. Based
on the circular tooth path assumption [11] shown in Fig. 3a, hi, j

is calculated as follows

hi, j = Radi, j − p (8)

where Radi, j is the radius of the circular tooth path to be gen-
erated by cutter element {i, j} and p is an intermediate variable
shown in Fig. 3.

Using the law of cosines, a geometry relation exists between
the cutter center of the current tooth path and that of the past
tooth path in Fig. 3b.

Rad2
i−m, j = a2 + p2 −2ap cos β (9a)

in which

a =
√

∆δ2
x +∆δ2

y (9b)

with

∆δx = m f + δx,i, j − δx,i−m, j , ∆δy = δy,i, j − δy,i−m, j (9c)

(δx,i, j , δy,i, j), and (δx,i−m, j , δy,i−m, j) correspond to offset values
of cutter centers of the current tooth and the m-past tooth from
their desired positions, respectively. f is the feed per tooth.
Obviously,

β = π − θi, j + arccos
(

∆δy

a

)

. (10)

By solving Eq. 9a, p is obtained as

p = a cos β +
√

Rad2
i−m, j −a2 sin2 β. (11)

By substituting Eq. 11 into Eq. 8, hi, j is derived as

hi, j = −a cos β +Radi, j −
√

Rad2
i−m, j −a2 sin2 β. (12)

Due to the fact that Radi−m, j � ∆δx and Radi−m, j � ∆δy, it
follows that Radi,k−m � a sin β from Eq. 9b. Thus, Eq. 12 can be
approximated by

hi, j = −a cos β +Radi, j −Radi−m, j . (13)

Note that if a negative value of hi, j is obtained by Eq. 12 or
Eq. 13, hi, j is set to be zero.

Physically, a static milling process free of vibration implies
that cutting forces have surely stabilized themselves after a few
tooth periods. In other words, cutting forces obtained from two
adjacent tooth periods must be equal, as assumed by Budak [1].
The implication of this stability condition requires that the vol-
ume of materials cut off by the current tooth should be identical
to that cut off by the previous tooth with the negligence of runout,

i.e., m = 1 and Radi, j = Radi−1, j in Eq. 13. Now, suppose that
Fi(θi, j ) represents the resultant cutting force vector associated
with the cutter position angle θi, j , then

Fi(θi, j ) = Fi−1(θi−1, j). (14)

Likewise, cutter deflections of the concerned cutter segment also
remain unchanged between two adjacent teeth so that the follow-
ing equations hold

δt
i, j = δt

i−1, j (15)

where δt
i, j = (δ

t,X
i, j , δ

t,Y
i, j , δ

t,Z
i, j ) is the cutter deflection vector cor-

responding to the cutter element {i, j}. It is evaluated based on
the cantilevered beam model [4, 7, 19].

Concerning the cutter center offset values (δx,i, j , δy,i, j ,
δx,i−1, j , δy,i−1, j), because of δx,i, j = δ

t,X
i, j and δy,i, j = δ

t,Y
i, j , the

following important relations can be derived.

• From Eq. 15,

δx,i, j = δx,i−1, j , δy,i, j = δy,i−1, j (16a)

• From Eq. 9c,

∆δx = f, ∆δy = 0 (16b)

• From Eq. 10,

β = 3π

2
− θi, j (16c)

By reviewing the above relations, Eq. 13 can be further simpli-
fied as

hi, j = f sin θi, j . (17)

Obviously, Eq. 17 indicates that hi, j converges to its nominal
value of f sin θi, j in a static milling process. This conclusion de-
duced from the basic definition of IUCT agrees completely with
that from the forces-based iterative equation by Budak [1] al-
though both formulations are different.

3 Deflection-based adaptive algorithms
for the convergence of chip thickness
and radial depth of cut

3.1 Basic iterative scheme for the evaluation of chip thickness
and radial depth of cut

As shown in Fig. 4, if the cutter/workpiece deflections are negli-
gible, AB is the ideal contact curve of the cutting tooth. However,
due to the cutter/workpiece deflections, the nominal intersection
line DF between the cutter and the workpiece will be trans-
formed into curve EH. As a result, for any cutter node (i, j)
in cut, nominal values of radial depth of cut Rr (i, j), immer-
sion angle ϕi, j , and the chip thickness hi, j will be influenced. To
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Fig. 4. Illustration of immersion angle

predict actual values of Rr (i, j) and hi, j , a numerical adaptive al-
gorithm is develop based on deflections (δt,Y

i, j , δw,Y
i, j ). Here, δw,Y

i, j is
the normal deflection of the workpiece corresponding to the cut-
ter node (i, j). It is evaluated here by elastic FEA using the unit
load method.

In a specified cutter angular position, Rr (i, j) can be itera-
tively corrected by

R(k+1)
r (i, j) = Rr (i, j)−

[
δ

t,Y (k)
i, j + δ

w,Y (k)
i, j

]
k = 0, 1, · · · , n

s.t.
∣
∣
∣R(k+1)

r (i, j)− R(k)
r (i, j)

∣
∣
∣ < ε (18)

where R(k+1)
r (i, j) is the corrected radial depth of cut in the (k +

1)th iteration. Rr(i, j) is the known nominal value. δ
t,Y (k)
i, j and

δ
w,Y (k)
i, j denote normal deflections of cutter node (i, j) and of the

workpiece in the kth iteration, respectively.
Furthermore, it can be seen from Fig. 4 that the immersion

angle of an arbitrary cutter node (i, j) changes from its nomi-
nal value ϕi, j to ϕ

(k+1)
i, j . The latter can be evaluated in terms of

R(k+1)
r (i, j) by

ϕ
(k+1)
i, j = arccos

(

1− R(k+1)
r (i, j)

Radi, j

)

. (19)

Due to the variation of the immersion angles, the contact curve
AB of the cutting tooth will be shortened to QB (see Fig. 4). Con-
sequently, some cutter nodes may be out of cut, e.g., cutter node
(i, j +1) and a certain number of cutter elements that should be
completely in contact may now become partially engaged, e.g.,
cutter element {i, j}. With the aid of Eq. 19, the status of each
cutter node can be properly identified. For cutter node (i, j), if
π −ψi, j ≤ ϕ

(k+1)
i, j , cutter node (i, j) is in cut. Otherwise, it is

out of cut. Here, ψi, j designates the angle determined clockwise
from the positive direction of axis Y to the cutter node (i, j). In
Fig. 4, cutter element {i, j} is partially in cut, the actual contact

length z(k+1)
i, j can be obtained as follows

z(k+1)
i, j =

(
ϕ

(k+1)
i, j +ψi, j −π

)
· D · ctg γ

2
(20)

where γ and D represent the helix angle and the diameter of the
cutter, respectively.

Besides, the chip thickness has to be iterated as follows

h(k+1)
i, j = −a(k) cos β(k) +Radi, j −Radi−m, j (21)

where a(k) and β(k) will be updated according to equations given
in Sect. 2.3 for every new pair of cutter/workpiece deflections.

3.2 Sub-iteration algorithm for the determination
of chip thickness and radial depth of cut

During the iterative process of Eqs. 18 and 21, the variation of
both radial cutting depth and chip thickness is found to be very
sensible so that numerical oscillations may occur. To avoid the
divergence, following sub-iteration algorithms are adopted.

• A relatively small change of the chip thickness is used

h̃(k+1)
i, j = λ · (h(k+1)

i, j − h̃(k)
i, j )+ h̃(k)

i, j 0 < λ ≤ 1 (22)

where h̃(k+1)
i, j is the corrected value of the instantaneous uncut

chip thickness for cutting force calculation in the (k +1)th it-
eration. h(k+1)

i, j is the value of the instantaneous uncut chip
thickness obtained from Eq. 21. λ is the weighted parameter
given a priori.

• The oscillation of radial depth of cut is prevented as follows
Case 1 Single cutter element in oscillation. As shown in

Fig. 5, suppose that the cutter element {i, j} is en-
gaged partially in contact with the workpiece. Be-
cause cutter/workpiece deflections lead to a rela-
tively large variation of radial depth of cut R(k)

r (i, j),
the correction factor ui, j defined in Eq. 7 may be di-
vergent as illustrated in Fig. 6. To solve this problem,
a sub-iterative scheme is first adopted to stabilize
ui, j .

ũ(k+1)
i, j = ξ · (u(k+1)

i, j − ũ(k)
i, j )+ ũ(k)

i, j

u(k+1)
i, j = z(k+1)

i, j

dz
k = 0, 1, · · · , n

s.t.

0 < ξ ≤ 1
∣
∣
∣ũ(k+1)

i, j −u(k+1)
i, j

∣
∣
∣ ≤ ε (23)

where ũ(k+1)
i, j is the corrected value of the correction

factor for cutting force calculation in the (k +1)th it-
eration. u(k+1)

i, j and z(k+1)
i, j are the actual values of the

correction factor and the axial contacting length re-
lated to cutter element {i, j}, respectively. ξ is the
weighted parameter given a priori.
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Fig. 5. Illustration of partially en-
gaged cutter elements

Fig. 6. Oscillation of a single correction factor ui, j

Case 2 Multiple cutter elements in oscillation. Some cut-
ter elements, e.g., {i, s}, {i, s + 1}, . . ., {i, j} shown
in Fig. 5, may also be engaged in cut in the current
iteration and disengaged in the next one. In this case,
the following procedure is proposed to ensure the
convergence of the iteration scheme.
(a). Assume that cutter elements from {i, s + 1} to
{i, j} are not engaged in cut. So, set R(k)

r (i, t) = 0 for
all (s +1 ≤ t ≤ j).
(b). Start the iterative process of Eqs. 22 and 23 for
the cutter element {i, s} with ũ(k+1)

i,s until the conver-
gence is reached.
(c). If 0 ≤ ũ(k+1)

i,s < 1, the convergence achieves for
all cutter elements and stop the iteration. Otherwise,
continue step (b) by setting s = s +1 and R(k)

r (i, s) =
R(k)

r (i, s −1).

After ũ(k+1)
i,s is updated, the axial depth of cut will be cor-

rected correspondingly. Note that Case 1 and Case 2 discussed
above correspond to the down milling process. In the up milling
process, Case 1 is still applicable. Instead, the oscillation will
happen for cutter elements near the cutter tip in Case 2. There-

fore, oscillating cutter elements, e.g., {i, s}, {i, s − 1}, . . ., {i, j}
are needed to be identified sequentially as performed in down
milling.

3.3 The whole simulation procedure

As shown in Fig. 7, the solution procedure consisting of basic al-
gorithms presented above is summarized for a specified cutter ro-
tation angular step. Since uncut chip thickness has relations with
two adjacent tooth periods, cutter/workpiece deflections should
be initialized firstly. Initial values can be either set to zero or
values calculated by the correction algorithms of the radial depth
of cut using the nominal chip thickness.

Fig. 7. Simulation procedure of the end milling process
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4 Numerical applications

To check the validity of the proposed algorithm in predicting the
uncut chip thickness and the cutting forces, four numerical tests
are carried out for the workpiece shown in Fig. 8. For Test 1,
Test 2, and Test 4, the machined surface is meshed with 50×40
elements; whereas in Test 3, the machined surface is discretized
with 70× 40 elements. For all tests, corresponding results are
compared with those found in literature. Cutting parameters such
as cutting force model, cutting force coefficients, axial and ra-
dial depths of cut, geometrical characteristics of the cutter and
workpiece are all listed in Table 1.

Test 1: Based on the cutting force Model 1, a comparison
is made between the cutting forces obtained with nominal chip
thickness and iteration chip thickness, respectively. In both cases,
the radial depth of cut is iteratively updated. Figure 9a gives the
convergence history of the chip thickness associated with cutter
element {1,35} versus cutter angular position during the milling
process. The iteration value converges very quickly to the nom-
inal value after several rotation angles. In detail, Figs. 9b and
c show the sub-iteration histories of the chip thickness in the
2nd and the 8th tooth periods with θ1,35 = 166.684◦, respec-
tively. From the profiles, we can see that after the convergence is
achieved, deviations between nominal values and iteration values
are relatively large in the 2nd tooth period, but deviations are ap-
proximately zeros in the 8th period. This is because the cutting
steady state has not yet been attained in the former. In Fig. 10a,
resultant cutting forces have been predicted. It turns out that the
cutting forces based on the iterated chip thickness converge to-
ward those using nominal chip thickness both in magnitude and
in profile after few tooth periods. For the purpose of comparison,
referenced results of [5] are shown in Fig. 10b, that confirm the
correctness of current solutions.

In order to test the robustness of the proposed iteration
scheme, numerical tests of the iterated chip thickness conver-
gence are made for different starting values of inherent param-

Table 1. Cutting parameters

Cutting parameters Test 1 Test 2 Test 3 Test 4

Cutting force model Model 1 Model 1 Model 1 Model 2
[KT (MPa), K R , Kz] [1938,0.693,0] [990,0.52,0] [207h̄−0.67, 1.39h̄−0.043, 0] -
[KTc (MPa), K Rc (MPa), [951.365, 262.597,
Kzc (MPa), KTe (N/mm), - - - 323.330, 11.115,
K Re (N/mm), Kze (N/mm)] 11.314, 1.105]
Milling model Down Up Down Down
Cutter diameter (mm) 20 19.05 19.05 20
Gauge length of cutter (mm) 54.41 55 55.6 55.6
N 55 70 66 60
Helix angle of cutter 30◦ 30◦ 30◦ 30◦
Tooth number 1 4 1 4
(La, Lb, Lc) (mm) (47.96,38.1,5.5) (47.96,38.1,5.5) (63.5,34,2.45) (47.96,38.1,5.5)
Axial depth of cut (mm) 38.1 19 38.1 18
Radial depth of cut (mm) 1 2 0.65 5
Feed (mm/tooth) 0.05 0.14 0.008 0.1
Data source Ref. [5] Ref. [1] Ref. [4] Ref. [7]

Fig. 8. Finite element model of the workpiece

eters. On one hand, offset values of the cutter center (δx,i−1, j ,
δy,i−1, j) in the precedent tooth path are initialized as a mul-
tiple of factor x (x = 0, 0.5, 1, 1.2, 1.5) times relative cut-
ter/workpiece deflections that are calculated with nominal chip
thickness. The iteration histories of the IUCT with different
valves of x are plotted in Fig. 11a. Obviously, chip thickness con-
verges unconditionally to the nominal value no matter what x
is. On the other hand, the influence of parameter λ involved in
Eq. 22 upon the IUCT convergence is also investigated. Itera-
tion histories related to the IUCT of cutter element {1,35} are
shown in Fig. 11b. Large values of λ are helpful to speed up the
convergence.
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Fig. 9a–c. Test 1: Prediction of chip thickness h1,35 with θ1,35 = 166.684◦
a Evolution of the chip thickness versus cutter angular position b Iteration
history in the cutter angular position 462.857◦ c Iteration history in the
cutter angular position 2622.857◦

Test 2: It is now concerned with up milling. The cutting force
model used is still Model 1. Resultant cutting forces between
two curves named “Iteration value” and “Nominal value” are
compared in Fig. 12a. Current results are also coherent with the
referenced ones shown in Fig. 12b. Figure 13a plots the iteration
history of the chip thickness related to cutter elements {i, 9} ver-
sus cutter angular position during the milling process. It can be
seen that the iteration value converges to the nominal value after
several rotation angles. Besides, the sub-iteration history of the
chip thickness in the 6th tooth period is shown in Fig. 13b, where
the relative deviation between the iteration value and nominal
one is less than 1% after the convergence is obtained. So, the cut-
ting arrives at the steady state in this tooth period. From Figs. 12
and 13, it turns out that the regeneration phenomenon vanishes in
a few tooth periods.

Test 3: This test deals with a more flexible workpiece with
a smaller thickness of 2.45 mm in order to test the validity of the
numerical approach. In Fig. 14a, evolution curves of the resultant
cutting forces are plotted versus cutter angular position. Also,

Fig. 10a,b. Test 1: Prediction of resultant cutting forces a Cutting force
component FY b Referenced results from [5]

Fig. 11a,b. Test 1: The curves related to chip thickness iteration scheme
with θ1,35 = 166.684◦ a Iteration histories with different initialized deflec-
tions b The influence of λ
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Fig. 12a,b. Test 2: Prediction of resultant cutting force a Cutting force com-
ponent FX b Referenced results from [1]

Fig. 13a,b. Test 2: Prediction of chip thickness hi,9 with θi,9 = 163.57◦
a Evolution history versus cutter angular position b Iteration history in the
cutter angular position 492.353◦

Fig. 14a,b. Test 3: Prediction of resultant cutting force a Cutting force com-
ponent FY b Referenced results from [4]

corresponding referenced results are shown in Fig. 14b for com-
parison. Figure 15 illustrates the iteration history of chip thick-
ness. All these curves confirm that the regeneration mechanism
is short lived and cutting forces can be well predicted by using
nominal chip thickness. However, in this case, it can be seen that
there exists a relatively slow convergence speed with respect to
precedent tests due to the weaker rigidity of the workpiece.

Test 4: Model 2 is adopted as an alternative cutting force
model for the considered workpiece in this test. The same nu-
merical approach is applied to show its suitability. In Fig. 16a,
resultant cutting force component FY is numerically predicted. It

Fig. 15. Test 3: Evolution history of h1,25 with θ1,25 = 170.195◦
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Fig. 16a,b. Test4: Prediction of resultant cutting forces a Cutting force com-
ponent FY b Referenced results from [7]

Fig. 17. Test 4: The general trend of hi,12 with θi,12 = 165.367◦

can be seen that the cutting force based on the iterated chip thick-
ness is in good agreement with that using nominal chip thickness
from the 4th tooth period. Meanwhile, compared with the experi-
ment results given in Fig. 16b, a good coherence exists. Alterna-
tively, the iteration history of the chip thickness associated with
cutter elements {i, 12} is also shown in Fig. 17. The iteration con-
verges quickly. All results of this test show that the regeneration
phenomenon still vanishes after some tooth intervals.

5 Conclusions

This paper investigates the numerical prediction of the chip
thickness and the transient cutting forces in flexible end milling
system using the finite element method. The cutter is modeled as
a cantilevered beam, while the workpiece is discretized with free
finite element meshes. The main work is focused on the deriva-

tion of instantaneous uncut chip thickness in terms of deflec-
tions, the establishment of iterative algorithms for chip thickness
and radial depth of cut. With the proposed milling simulation
procedure, abundant tests are numerically carried out and simu-
lation results are validated by means of available experimental
data. It is shown that in flexible static end milling, the regen-
eration mechanism is always short lived. Convergences of the
radial depth of cut, the IUCT as well as cutting forces are sta-
ble and unconditionally ensured even though different initialized
values of certain inherent parameters and two different cutting
force models are employed. The nominal value of chip thick-
ness can be directly applied to predict the cutting forces with
safety for both down milling and up milling. Prospectively, the
proposed iterative algorithm of chip thickness may be extended
for the simulation of dynamic milling process in which the feed
per tooth varies frequently. This issue needs to be investigated
further.
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