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Abstract In a flexible manufacturing system (FMS)
scheduling problems become extremely complex, even
for simple breakdowns, when dynamic uncertainties
such as machine breakdowns and the uncertain arrival
of jobs are taken into consideration. In the first stage of
this study, a fuzzy logic-based algorithm for assigning
priorities to part types that are to be machined is pro-
posed. In the second stage, an operation-machine allo-
cation and scheduling algorithm is presented. A criteria
contribution equalizer is used in decision-making. The
proposed algorithm can re-generate the schedule in case
of a machine breakdown, and therefore can be used as
an on-line controller. The system architecture and lin-
guistic variables are presented and results showed that
the proposed algorithm improves the system efficiency.

Keywords Part type priority - Scheduling - FMS -
Fuzzy logic - Dispatching - Fuzzy scheduling

1 Introduction

In dynamic production environments, i.e. in flexible
manufacturing systems (FMSs) that are subject to lim-
ited resources, random machine failures or multiple
production criteria, the problem of controlling and
scheduling the production process is best tackled by a
synergy of the computer’s scheduling algorithms and the
production planner’s effective internal heuristics. In this
“interactive scheduling”, the production planner re-
mains in control and is able to control the scheduling
process by using experience and intuition via computer
support. In other words, the scheduling system should
act as a decision support system for the production

0. Bilkay (X)) - O. Anlagan - S. E. Kilic
Department of Mechanical Engineering,
IMTRG, METU, 06531 Ankara, Turkey
E-mail: bilkay@encon.com.tr

Tel.: +90-312-4477122

Fax: +90-312-4476988

planner. However, references in the literature to
practical systems where this interaction has been realised
are rare, and the models tend to be oversimplified [1].

According to Saygin and Kilic [2], the existing soft-
ware tools are typically too slow and cannot react to the
changing shop floor conditions, are based on simplistic
formulations of reality that ignore important con-
straints, are based on a single objective function or
simplistic trade-offs and are difficult to install and inte-
grate into pre-existing commercial shop floor systems.

Much of the research in manufacturing systems has
focused on the development of algorithms for scheduling
and control. The emphasis is on the development of
algorithms that can lead to the full automation of the
FMS scheduling and control operation. However, fully
automated FMS control is a highly complex task due to
the dynamic structure of an FMS and due to changing
production goals. The automatic control system has to
cope with unanticipated events such as machine break-
downs or late parts. Current and proposed automatic
control systems lack adaptability and intelligence to
cope with such deficiencies. Human-supervised sched-
uling and control of FMSs appears to be a necessary and
desirable alternative. Supervisory control of a simulated
FMS was studied experimentally by Dunkler et al. [3].
Their experimental results showed that with human
supervision both due date and inventory performance of
the FMS can be improved.

Traditional scheduling tools for continuous process
industries have not been developed with batch processing
in mind. Efficient batch processing requires intelligent
scheduling tools. Dessouky et al. [4] studied the devel-
opment of an architecture which combines intelligent
tools with a virtual plant for performing management
tasks. The scheduling algorithm uses a database of cur-
rent customer orders and a knowledge base that contains
rules about customer priority, equipment cleaning, pro-
cess preference, equipment history, batch sequencing
rules, cost history, cost estimates and other knowledge to
aid the user in the selection of the appropriate schedule.
The uniqueness of this approach is the integration of a



virtual plant, which can be viewed as a static plant sim-
ulation model, with a rule-based scheduling approach.

For the efficient operation and implementation of an
FMS, varieties of decision problems need to be ad-
dressed. These decision problems are broadly classified
into pre-release decision problems and post-release
decision problems. Pre-release decisions refer to the FMS
planning problem, which deals with the pre-arrangement
of part types and tools before it begins to process;
whereas, post-release decisions refers to the FMS
scheduling problem, which considers the sequencing and
routing of part type at the time the system is in operation.

Many job shop scheduling approaches have been
reported in the literature, but most of these approaches
are non-analytical. The reason for this is that the
scheduling problem becomes extremely complex, even
for simple breakdowns, when dynamic uncertainties
such as machine breakdowns and the uncertain arrival
of jobs are taken into consideration [5].

Part type selection is one of the FMS planning
problems, which partitions the production requirements
into batches of part types for simultanecous manufac-
turing, where part input sequencing is one of the FMS
scheduling problems, which determines the sequence and
schedule of the release of the part into the system.

A part type selection decision involves a number of
objectives and constraints that are imprecise and con-
flicting in nature. Although machine capacity might be
sufficient as overloading of the machines on the system is
permitted to a small extent, it may not be possible to
process all the part type orders required in a particular
planning period due to a limited number of tool slots
and available processing time. Thus, a subset of part
type orders has to be selected and the required tools
allocated to the machines before the orders are to be
processed. A part type has generally more than one
operation and each operation can be performed on one
or more alternative machines.

The part type selection and machine allocation deci-
sions are connected with making certain decisions based
on the input data. The input data are often imprecise or
uncertain and in some situations are the result of the
decision-maker’s subjective assessment. On the other
hand, the systems considered are often so complex that it
is impossible to determine all the relations that exist
within them; thus, it is impossible to determine a good
model of a real system. Analysing a great number of
variables, under the condition that when the variables are
defined imprecise data and when functional relations
among them cannot be determined, becomes very com-
plicated and practically impossible using classical math-
ematical models. Making such a decision requires a high
computational time, and it is meaningless to calculate all
possibilities. Instead, part types should be selected by a
proper decision-making process. One of the methods
suitable for the consideration of uncertainty and sub-
jectivity is based on fuzzy logic. Models based on fuzzy
logic consist of “IF-THEN rules. The main idea is to
develop a model, which simulates the decision-making

607

process without determining the exact functional rela-
tions between input and output variables [6].

Fuzzy systems have been applied to a wide variety of
fields ranging from control, signal processing, commu-
nications, integrated circuit manufacturing and expert
systems to business, medicine, psychology, etc. How-
ever, most significant applications have concentrated on
control problems.

The type and number of inputs to the fuzzy scheduler
affect the quality of the scheduling significantly. The
types of input should be selected based on their ability to
describe the prevailing conditions in the job shop. On
the other hand, the number of inputs suitable for fuzzy
scheduling determines the complexity of the inference
engine.

2 Proposed Algorithm
2.1 Part Type Selection

In this study, an attempt was made to develop a fuzzy
logic-based decision-making algorithm to determine
priorities for part types that are to be machined, prior
to scheduling [7]. The proposed system assigns priorities
to part types taking the batch size, due date, total
processing time and tool slots needed into account. The
reasons for the selection of these input parameters are
as follows. First of all, batch size and processing time of
the part types are selected as inputs to the fuzzy con-
troller as these two parameters directly affect the utili-
zation rate of the machine tools. In order to maximize
throughput (no. of part types produced/assigned to a
particular machine tool) the part types utilizing less
machining times should have higher priorities. Sec-
ondly, the number of tool slots that a particular part
type requires on a certain machine is another important
parameter as tool slot capacities of machine tools are
limited.

Finally, due date is an important parameter for the
generation of a proper schedule as due dates should be
strictly met in order to eliminate delay penalties. These
parameters were used in similar studies in literature,
especially those which concentrated on the maximization
of throughput and minimization of work-in-process [8,
9, 10, 11, 12, 13]. The generated output is a priority
percentage, similar to a study on a real time dispatcher
for flexible manufacturing systems/cells using fuzzy logic
[14]. In the proposed system, the normalized contribu-
tion functions for the batch size, due date, total pro-
cessing time and tool slots needed are calculated [7]. The
four inputs to the system are:

1. Normalized contribution function of the batch size of
part type i: defined as the ratio of the difference of the
batch size of part type i and minimum batch size to
the difference of maximum and minimum batch size.

[bi_(bi>min]

n(b;) = [0 max—B0)auin]
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where:

b batch size of part i
(b)min: minimum batch size
(b;)max: maximum batch size

2. Normalized contribution function of the due date of
part type i: defined as the ratio of the difference of the
due date of part type i and minimum due date to the
difference of maximum and minimum due date.

N [d;*(dﬁmm]
n(dl) o [(dl)max_(di)min]
where:
d;. due date of part i
(d)min: minimum due date
(d)max: maximum due date

3. Normalized contribution function of the total pro-
cessing time of part type i: defined as the ratio of
the difference of the total processing time of part
type i and minimum total processing time to the
difference of maximum and minimum total pro-
cessing time.

[ti_(ti)min]

n(t) =
(&) [(69) = 15}
where:
t;: total processing time of part i
(t)min: minimum total processing time

(#)max: Maximum total processing time

4. Normalized contribution function of the tool slots
that part type i needs: defined as the ratio of the
difference of the tool slots that part type i needs and
minimum tool slots needed to the difference of max-
imum and minimum tool slots needed.

N [Si—(si)min]
181) = o ton]
where:
it tool slots that part type i needs
($)min: Mminimum tool slots needed
(S)max: Mmaximum tool slots needed

All of the four input variables are associated
with identical linguistic values: small (S), medium (M),
and big (B). The generated output is a priority percentage:
10%, 20%, 30%, 40%, 50%, 60%, 70%, 80% and 90%.

There are 3x3x3x3=81 rules for the system. The
membership functions for the normalized batch size,
normalized due date, normalized total processing time
and normalized tool slots needed are similar and pre-
sented in Fig. 1. Triangular shaped membership func-
tions were selected, as it is the most common type of
membership used in similar studies [6, 14, 15, 16, 17, 18].
At the initial stages of this study different forms of
membership functions were studied but triangular
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Fig. 1 Membership function for the input variables for stage 1
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Fig. 2 Criteria contribution modifier window for stage 1

membership functions showed the best performance
both in computing time and performance.

A criteria contribution modifier is used similar to the
one in a study carried out by Smed et al. [1], by which the
contribution of each criterion (batch size, due date, total
processing time and tool slots needed) to the final solu-
tion can be modified by the user. Each criterion associ-
ated with the problem can be represented as a fuzzy set by
defining a membership function, which corresponds to
the intuitive rule behind the criterion. The relative
importance of the values given by the user assigns weights
to the fuzzy sets. These weights ensure that the more
important criteria have a greater effect on the objective
function than the less important ones. This feature is
particularly useful because it provides the user with a way
to alter the goals of the optimisation dynamically.

The criteria contribution modifier window that is
used in the program is shown in Fig. 2. With the help of
the sliders, the user can change the relative importance
of each criterion (batch size, due date, total processing
time and tool slots needed). It should be noted that 12-
12-12-12, 50-50-50-50 and 76-76-76-76 for batch size,
due date, total processing time and tool slots needed,
respectively, give the same result, because these 4 values
show the relative importance of these criteria. That is, in
the case of 12-12-12-12 for batch size, due date, total
processing time and tool slots needed, respectively, it
means that all these four criteria have equal importance,
therefore equal contribution to the objective function.



Finally, some sample rules for the fuzzy decision
system are as follows:

— IFbatchis S AND timeis S AND date is S AND slot is
S THEN decision is 0.9

— IFbatchis S AND time is M AND date is M AND slot
is M THEN decision is 0.6

— IF batchis M AND time is S AND date is S AND slot
is B THEN decision is 0.5

— IF batch is M AND time is M AND date is M AND
slot is M THEN decision is 0.5

— IF batch is B AND time is M AND date is S AND slot
is M THEN decision is 0.4

— IF batch is B AND time is B AND date is B AND slot
is S THEN decision is 0.2

The logic behind the rule creation process is that the
more critical it is that a parameter meet the objectives,
the more urgently it should be processed to avoid the
bottlenecks on machine tools or delays in the makespan.
For example, if due date is tight then the part type
should be processed as soon as possible to eliminate/
minimize the penalty cost occurring as a consequence of
this delay.

2.2 Numerical example

For the part type priority phase of the algorithm the
following sample runs were performed. Input data for
the scheduler is given in Table 1. There are 15 part types
with a total of 45 operations that are to be performed on
6 machines.

2.2.1 Sample run 1

Contribution of criteria:

— batch size: 50%

— due date: 50%

— total processing time: 50%
— tool slots needed: 50%

The above contribution values mean that all these
criteria must have equal contribution to the final deci-
sion (priority).

The generated output for the ranking of the part
types is presented in Table 2.

A higher priority value means that this particular
part type should be processed as soon as possible;
whereas, a low priority value means just the opposite.
As it can be seen from Table 2, maximum priority is
assigned to part type 1 and minimum to part type 5.
When the input data is analysed, part type 1 should
obviously have the highest priority as its batch size and
unit processing time is small (it can be processed in less
amount of time compared to others), its due date is
tight (it should be processed as soon as possible) and
its tool slot requirements is small (it occupies less tool
slots in the tool magazine compared to others). On the

Table 1 Input data for priority calculation
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Part  Operation  Batch  Due Unit Tool slots
no no size date processing needed
time

1 1 8 698 18 1
1 2 8 698 25 1
2 1 9 2822 24 1
2 2 9 2822 22 1
2 3 9 2822 26 2
3 1 13 2202 11 3
3 2 13 2202 14 1
3 3 13 2202 19 1
3 4 13 2202 22 2
4 1 9 2083 25 1
4 2 9 2083 16 1
4 3 9 2083 7 1
4 4 9 2083 21 1
4 5 9 2083 19 1
5 1 12 3087 13 1
5 2 12 3087 23 3
5 3 12 3087 25 1
5 4 12 3087 7 1
5 5 12 3087 24 3
6 1 9 2822 18 1
6 2 9 2822 25 1
6 3 9 2822 24 1
6 4 9 2822 22 1
7 1 13 2202 26 2
7 2 13 2202 11 3
7 3 13 2202 14 1
7 4 13 2202 19 1
7 5 13 2202 22 2
8 1 10 2156 25 1
8 2 10 2156 16 1
8 3 10 2156 7 1
9 1 7 2089 21 1
9 2 7 2089 18 2
10 1 9 2163 23 1
10 2 9 2163 17 2
11 1 12 2265 18 1
11 2 12 2265 25 2
11 3 12 2265 21 1
12 1 8 1975 23 2
12 2 8 1975 14 1
13 1 10 2015 25 1
13 2 10 2015 18 2
14 1 9 2114 28 1
15 1 14 1875 22 1
15 2 14 1875 19 1

Table 2 Priority values for sample run 1

Part type

Priority

OO A Wk —

0.774
0.453
0.216
0.400
0.113
0.367
0.118
0.541
0.635
0.574
0.317
0.625
0.572
0.633
0.332
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contrary, part type 5 has the lowest priority as its batch
size and unit processing times are above the average, its
tool slot requirements are high and its due date is far
away.

2.2.2 Sample run 2

The input data is the same as the above case except the
contribution of criteria, which are given as follows:

— batch size: 1%

— due date: 1%

— total processing time: 100%
— tool slots needed: 1%

The above contribution values mean that total pro-
cessing time is the most important parameter to be taken
into account in the final decision (priority); whereas, the
others have relatively equal importance. Also it should
be mentioned that, with the above weights the final
decision is based mainly on total processing time to the
extent that the algorithm enables.

The generated output for the ranking of the part
types is presented in Table 3.

As it can be seen from Table 3, the priority of part
type 1 decreased when compared to sample run 1. This
is because of the fact that both the batch size and the
unit processing time for part type 1 are not the minimum
values; therefore, when total processing time is the most
important parameter in the final decision, its priority
obviously decreased.

3 Scheduling

The scheduling problems stated in literature are taken
into account when designing the proposed system. First
of all, as stated by Pinedo [19] most theoretical research
has focused on models with a single objective, but in the
real world, there are usually a number of objectives.
Therefore, the scheduling system proposed in the scope

Table 3 Priority values for sample run 2

Part type Priority

OO0~ N A~ W —
=]
—_
(=
o

of this study deals with several objectives, namely min-
imizing makespan, minimizing penalty costs, balancing
the workloads on machine tools and meeting the due
dates of the part types in the work order.

Secondly, mathematical models often do not take
preferences into account. In a model, a job either can or
cannot be processed on a given machine. But in the
methodology proposed, alternative machines can be
defined for a particular operation in the input file. The
algorithm searches for the most suitable machine tool,
for which details are given in the following paragraphs.

Generally in the mathematical models, the weights
(priorities) of the jobs are assumed to be fixed, i.e.
they do not change over time. Since this could not be
the case in real world situations, the system calculates
the priorities of the part types prior to schedule
generation.

It is obvious that the best schedule generated with
certain initial conditions does not work when one or
more conditions in the shop floor or part type parame-
ters change. Therefore, the system should be capable of
modifying the schedule accordingly in order to meet the
objectives as closely as possible. The system proposed
has a very flexible re-scheduling algorithm, by which the
schedule can be modified/generated with the new initial
conditions. The available time of machine tools, due
dates and arrival times of part types as well as batch
sizes and periods for that particular machine tool can be
defined by the user prior to the re-scheduling process.
Also the user has the flexibility to define different pro-
cessing and setup times for the operations on alternative
machines defined. In this way the optimum schedule can
be generated taking current conditions into account.

As last but not least, machine availabilities can be
defined by the user when preparing the input file if a
scheduled maintenance exists. This overcomes the dis-
advantage of most scheduling systems, as most assume
that all the machine tools are available for the schedul-
ing period Pinedo [19]. Also, at every intermediate stage
of the schedule generation process, instantaneous ma-
chine utilization rates are calculated and operation-ma-
chine assignment decisions are made based on this data.

In this respect, in the second stage of the proposed
algorithm, the operation-machine allocation decisions
are made. The schedule for the system is generated for a
certain time period with the help of fuzzy decision-
making. The parameters that are taken into account in
the decision-making process are described in the fol-
lowing paragraphs.

First of all, with the given batch size, arrival time, due
date, unit processing time, setup time, delay cost and
alternative machines, the instantaneous priorities of the
machine tools are calculated. That is, the available ma-
chine tools are ranked in descending order with taking
the instantaneous machine utilization and available
processing time into account. Instantaneous machine
utilization is defined as the total processing time for the
workpieces that were assigned to that particular machine
to the total time interval.



instantaneous machine utilization
> processing time of operations
total time interval

where the total processing time of operations includes
the corresponding setup times for a certain operation on
a certain machine, and total time interval is the arrival
time of the operation that is to be assigned to a certain
machine tool.

With the calculated relative ranks for machine tools
that are available for that operation, the algorithm
searches for the most appropriate machine tool for the
operation in question and decides whether to assign the
operation to that machine tool, reject it or divide the
batch size. The batch size division decision is made with
the help of fuzzy decision-making based on several fac-
tors. The inputs to the fuzzy system are based on the
following concerns:

Is the operation in question the first operation of a
certain part type and has the batch been divided before?

Meeting the due dates of the work order is one of
the main objectives of our study; therefore, first oper-
ations of the part types have higher priorities in order
to initiate the machining process of a certain part type
as soon as possible. Similarly, if the batch size has been
divided then the operation has a higher priority in
order to make it available for the next operation.
Values between 0 and 1 are assigned to each case
as given below, so that they can be compatible with
the normalized values used as other inputs to the
controller.

1: If it is the first operation and batch has been di-
vided before

0.5: If it is the first operation and batch has not been
divided before

0.5: If it is not the first operation and batch has been
divided before

0.25: 1If it is not the first operation and batch has not

been divided before

Will any other operation need the same machine tool
until the operation in question is completed?

The algorithm searches for the operations, which
must be processed in that machine tool (i.e. there is no
alternative machine for that operation), that are await-
ing or that will arrive the system before the operation
that is to be assigned is completed. If there is another
operation that will wait as a consequence of this
assignment then the entire batch of the operation is ei-
ther assigned to that machine tool or the batch size is
divided or the operation is rejected for the time being.
The values for these are:

0.75:
0.25:

If no other operation needs that machine tool
If another operation needs that machine tool

Normalized delay cost
One of the points that distinguishes this study from
previous ones in the literature is the introduction of
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the delay cost concept during the decision-making for
schedule generation. The delay cost or penalty for the
part type that this operation belongs to is taken into
account in order to minimize the total penalty for the
delay of the completion of the operations of a certain
part type. It is defined as the ratio of the difference of
the delay cost of part type i and minimum delay cost
to the difference of maximum and minimum delay
cost.

[ci - (ci)min]
n(c;) =
[(ci)max - (Ci)min]
where:
i delay cost of part i
(¢))min: minimum delay cost

(¢))max: maximum delay cost

Priority

The priorities of the part types that were calculated in
the first stage of the scheduling system are also taken
into account.

The above-mentioned inputs to the fuzzy system
are associated with the linguistic values small (S), med-
ium (M) and big (B) and are identical for four of the
inputs.

The generated output is an availability percentage:
10%, 20%, 30%, 40%, 50%, 60%, 70%, 80% and 90%.
The assignment and batch size division decisions are
made based on these availability percentages. There are
3x3x3x3 =81 rules for the system. The membership
functions for the inputs are given in Fig. 3. It should be
mentioned that the fuzzy controller is run at every
intermediate stage during the schedule generation pro-
cess. That is, in order to generate a schedule for 75
operations, the fuzzy controller runs at least a couple of
hundred times.

A criteria contribution modifier window, shown in
Fig. 4, is used similar to the one in the first stage of the
scheduling system, by which the contribution of each
criterion to the final solution can be modified by the
user. The relative importance of the values given by the
user assigns weights to the fuzzy sets. It is here worth
mentioning that the contribution modifier does not
cause major changes in the generated schedule; instead,
it helps the fuzzy controller to generate outputs taking
into account the user preferences about the effect of
inputs.

Therefore, some sample rules for the fuzzy decision
system are:

— IFinplis S AND inp2is S AND inp3 is S AND inp4 is

S THEN decision is 0.1
— IFinplis S AND inp2is M AND inp3 is M AND inp4

is M THEN decision is 0.4
— IFinpl is M AND inp2is S AND inp3 is S AND inp4

is B THEN decision is 0.5
— IF inpl is M AND inp2 is M AND inp3 is M AND

inp4 is M THEN decision is 0.5
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. Contribution of each citerion e — [Finplis BAND inp2is M AND inp3is S AND inp4
is M THEN decision is 0.6

T L — — IFinpl is B AND inp2is B AND inp3 is B AND inp4
S e 6 is S THEN decision is 0.8

[ iyt oo | [ | 2 Finally, the re-scheduling algorithm for machine

L failures should be mentioned. Machine failure is one of

Wl Fiorty (— “ the greatest problems for the efficient operation of a

D pre-determined schedule. In the case of a machine

[ cos L —— failure, the whole schedule shifts if proper measures are

- not taken as soon as possible. The operations on the

o failed machine have to wait; therefore, it affects the

completion times of other operations, as some of them
are the prerequisites to others. In the proposed algo-
rithm, in the case of a machine failure, the algorithm
Fig. 3 Membership function for all input variables for stage 2 modifies the schedule accordingly. That is, the opera-
tions assigned to that particular machine tool are dis-
patched to other alternative machines, if possible.
Therefore, the algorithm can be used as an on-line
controller in the system to modify the schedule in case
of a failure, and as a result the most appropriate
‘ . schedules with the recent initial conditions are gener-
T L — ated in a couple of seconds. An example of such a
- failure is given below.

. Contribution of each criterion [_[O]x]

W Frois — 3.1 Numerical Example
[ cos L — For the scheduling phase of the algorithm the following

sample run was performed. Input data for the scheduler

is given in Tables 4 and 5. There are 30 part types with a

total of 75 operations that are to be performed on 10

machines (Machine A to Machine K). The ‘“de”, for

example, in the ‘alternative machines’ column for the 5th

Fig. 4 Criteria contribution modifier window for stage 2 operation means that this operation can be performed
both on Machine D and Machine E.

Done I

Table 4 Input data for schedule generation example

Operation Part Operation Batch Arrival Due Alternative Tool slot Priority Delay
id no no size time date machines requirements cost
1 1 1 8 122 698 h 1 0.8424 20
2 1 2 8 9999 698 af 1 0.8424 20
3 2 1 9 258 2822 j 1 0.3017 18
4 2 2 9 9999 2822 bg 1 0.3017 18
5 2 3 9 9999 2822 de 2 0.3017 18
6 3 1 13 361 2202 kg 3 0.1684 45
7 3 2 13 9999 2202 ah 1 0.1684 45
8 3 3 13 9999 2202 gk 1 0.1684 45
9 3 4 13 9999 2202 bg 2 0.1684 45
10 4 1 9 385 2083 gj 1 0.5105 33
11 4 2 9 9999 2083 g 1 0.5105 33
12 4 3 9 9999 2083 efg 1 0.5105 33
13 4 4 9 9999 2083 bak 1 0.5105 33
14 4 5 9 9999 2083 beg 1 0.5105 33
15 5 1 12 396 3087 bha 1 0.1572 62
16 5 2 12 9999 3087 dj 3 0.1572 62
17 5 3 12 9999 3087 aef 1 0.1572 62
18 5 4 12 9999 3087 ag 1 0.1572 62
19 5 5 12 9999 3087 j 3 0.1572 62




Table 4 (Contd.)
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Operation Part Operation Batch Arrival Due Alternative Tool slot Priority Delay
id no no size time date machines requirements cost
20 6 1 9 158 2822 eh 1 0.8424 18
21 6 2 9 9999 2822 ajk 1 0.8424 18
22 6 3 9 9999 2822 dg 1 0.8424 18
23 6 4 9 9999 2822 bhj 1 0.8424 18
24 7 1 13 278 2202 df 2 0.1684 45
25 7 2 13 9999 2202 eg 3 0.1684 45
26 7 3 13 9999 2202 ce 1 0.1684 45
27 7 4 13 9999 2202 dfh 1 0.1684 45
28 7 5 13 9999 2202 bh 2 0.1684 45
29 8 1 10 642 2156 fk 1 0.4277 7
30 8 2 10 9999 2156 gh 1 0.4277 7
31 8 3 10 9999 2156 dbh 1 0.4277 7
32 9 1 7 586 2089 bf 1 0.3254 16
33 9 2 7 9999 2089 cdj 2 0.3254 16
34 10 1 9 603 2163 j 1 0.6547 28
35 10 2 9 9999 2163 cg 2 0.6547 28
36 11 1 12 652 2265 fag 1 0.2458 39
37 11 2 12 9999 2265 cb 2 0.2458 39
38 11 3 12 9999 2265 aek 1 0.2458 39
39 12 1 8 486 1975 efh 2 0.5463 42
40 12 2 8 9999 1975 aj 1 0.5463 42
41 13 1 10 503 2015 efg 1 0.4269 35
42 13 2 10 9999 2015 acj 2 0.4269 35
43 14 1 9 554 2114 de 1 0.2578 42
44 15 1 14 406 1875 ce 1 0.6874 54
45 15 2 14 9999 1875 ek 1 0.6874 54
46 16 1 9 523 2054 hg 2 0.5271 24
47 16 2 9 9999 2054 ah 3 0.5271 24
43 17 1 15 429 1598 bch 2 0.4234 64
49 18 1 8 875 1986 chk 2 0.2158 25
50 18 2 8 9999 1986 df 1 0.2158 25
51 19 1 12 657 1874 fgj 2 0.5236 45
52 19 2 12 9999 1874 abh 1 0.5236 45
53 19 3 12 9999 1874 dfh 2 0.5236 45
54 20 1 9 576 2351 aef 2 0.4231 14
55 20 2 9 9999 2351 gj 1 0.4231 14
56 20 3 9 9999 2351 hj 2 0.4231 14
57 21 1 13 957 2044 aej 1 0.5148 59
58 21 2 13 9999 2044 gh 2 0.5148 59
59 22 1 7 1125 2158 aej 1 0.2687 61
60 22 2 7 9999 2158 ek 2 0.2687 61
61 23 1 10 952 2367 eja 2 0.5127 34
62 23 2 10 9999 2367 ahb 3 0.5127 34
63 24 1 9 853 2048 ehc 1 0.4231 59
64 25 1 12 743 1986 hd 2 0.7536 12
65 25 2 12 9999 1986 j 1 0.7536 12
66 26 1 7 862 2157 fj 2 0.3452 48
67 26 2 7 9999 2157 ga 1 0.3452 48
68 26 3 7 9999 2157 f 2 0.3452 48
69 27 1 13 1135 2563 he 1 0.5469 67
70 27 2 13 9999 2563 jd 1 0.5469 67
71 28 1 6 994 1198 eh 2 0.4321 29
72 29 1 8 1325 1896 dg 1 0.6324 56
73 29 2 8 9999 1896 cf 2 0.6324 56
74 30 1 14 983 1947 ej 2 0.4258 69
75 30 2 14 9999 1947 fh 1 0.4258 69

The output generated by the proposed algorithm
using the input data given in Tables 4 and 5 is presented
in Fig. 5. The percentages on the right side represent the
corresponding machine utilization rates.

A second run was also performed in which, Machine C
failed at time =750 and was unavailable until = 1,400
(Fig. 6). In such a case, the algorithm modified the sche-

dule and dispatched some operations to other available
machines in order to minimize the makespan. The
makespan increased from 2,214 to only 2,288 (~3% in-
crease) as a result of this re-scheduling process. Otherwise
operation 63 would wait until the machine is in operation
again (i.e. = 1,400) and some other operations would be
late as a consequence of this failure, which means that the
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Table 5 Machining times for schedule generation example

Table 5 (Contd.)

Part Operation Machine Unit processing  Setup  Part Operation Machine Unit processing  Setup
no no time time no no time time
1 1 h 18 3 8 3 h 8 2
1 2 a 25 4 9 1 b 21 4
1 2 f 22 3 9 1 f 18 3
2 1 j 24 2 9 2 c 18 3
2 2 b 22 5 9 2 d 15 3
2 2 g 24 3 9 2 j 13 3
2 3 d 26 4 10 1 j 23 2
2 3 e 24 3 10 2 c 17 5
3 1 k 11 3 10 2 g 22 3
3 1 g 9 3 11 1 f 18 4
3 2 a 14 4 11 1 a 13 2
3 2 h 12 2 11 1 g 16 3
3 3 g 19 5 11 2 c 25 3
3 3 k 17 3 11 2 b 23 2
3 4 b 22 4 11 3 a 21 5
3 4 g 24 3 11 3 e 17 4
4 1 g 25 3 11 3 k 22 3
4 1 ] 22 3 12 1 e 23 4
4 2 g 16 4 12 1 f 24 3
4 3 e 7 3 12 1 h 21 3
4 3 f 6 2 12 2 a 14 5
4 3 g 7 4 12 2 j 12 3
4 4 b 21 4 13 1 e 25 4
4 4 a 18 3 13 1 f 22 3
4 4 k 23 4 13 1 g 21 3
4 5 b 19 4 13 2 a 18 5
4 5 e 17 5 13 2 c 16 3
4 5 g 15 3 13 2 j 15 2
5 1 b 13 3 14 1 d 28 4
5 1 h 12 3 14 1 e 25 3
5 1 a 16 3 15 1 c 22 5
5 2 d 23 5 15 1 e 23 2
5 2 j 24 3 15 2 e 19 4
5 3 a 25 5 15 2 k 17 5
5 3 e 23 4 16 1 h 23 5
5 3 f 21 3 16 1 g 22 2
5 4 a 7 3 16 2 a 27 4
5 4 g 6 4 16 2 h 24 3
5 5 j 24 3 17 1 b 24 5
6 1 e 18 3 17 1 c 22 3
6 1 h 16 4 17 1 h 21 3
6 2 a 25 4 18 1 c 21 4
6 2 j 24 3 18 1 h 18 3
6 2 k 22 3 18 1 k 17 4
6 3 d 24 2 18 2 d 19 5
6 3 g 22 3 18 2 f 17 4
6 4 b 22 5 19 1 f 23 4
6 4 h 22 3 19 1 g 21 3
6 4 ] 21 3 19 1 ] 19 4
7 1 d 26 4 19 2 a 18 5
7 1 f 24 3 19 2 b 16 4
7 2 e 11 3 19 2 h 18 3
7 2 g 9 2 19 3 d 21 3
7 3 c 14 4 19 3 f 19 2
7 3 e 12 3 19 3 h 17 3
7 4 d 19 5 20 1 a 24 6
7 4 f 16 4 20 1 e 22 3
7 4 h 17 2 20 1 f 24 3
7 5 b 22 4 20 2 g 18 4
7 5 h 21 3 20 2 j 16 3
8 1 f 25 3 20 3 h 21 5
8 1 k 22 3 20 3 j 18 3
8 2 g 16 4 21 1 a 26 4
8 2 h 14 3 21 1 e 24 3
8 3 d 7 3 21 1 j 22 3
8 3 b 6 3 21 2 g 21 3




Table 5 (Contd.)

Part Operation Machine Unit processing  Setup
no no time time
21 2 h 18 3
22 1 a 18 2
22 1 e 16 3
22 1 j 17 3
22 2 e 21 3
22 2 k 19 3
23 1 e 23 4
23 1 j 21 2
23 1 a 19 2
23 2 a 18 5
23 2 h 18 2
23 2 b 16 3
24 1 e 26 4
24 1 h 24 3
24 1 c 21 3
25 1 h 18 5
25 1 d 16 3
25 2 j 23 4
26 1 f 18 3
26 1 j 15 3
26 2 g 23 5
26 2 a 21 3
26 3 f 17 4
27 1 h 23 5
27 1 c 21 3
27 2 j 18 3
27 2 d 16 3
28 1 e 26 4
28 1 h 24 3
29 1 d 17 5
29 1 g 16 3
29 2 c 24 3
29 2 f 21 3
30 1 e 18 4
30 1 j 16 3
30 2 f 23 5
30 2 h 21 3

Fig. 5 Gannt chart for run 1
when there is no machine
failure
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makespan would be 2,799, which is much higher than
2,288. This case is illustrated in Fig. 7.

In order to illustrate the effect of criteria contribu-
tion, a run was performed with same input data, except
the contribution of inputs are as follows:

First operation and batch 1%
division:

Any other operation needs 1%
the same machine tool:

Delay cost: 100%
Priority: 1%

which means that the controller will take only the delay
cost as the major objective to the extent that the algo-
rithm enables. The Gannt chart of this run is given in
Fig. 8. As it can be seen from this chart, makespan in-
creased slightly as the only objective was to minimize
delay cost, but in that case the delay penalties to be paid
are at the minimum level.

Another run set was performed with different input
data and the cases with no machine tool failure, failure
without re-scheduling and failure with re-scheduling are
presented in Figs. 9, 10 and 11, for which machine E
was out of order from =750 to t=1,400. As it can be
seen from these charts makespan increased from 2,259 to
2,422, instead of 2,927 with the introduction of the
re-scheduling algorithm. Therefore, the proposed
re-scheduling algorithm compensated for a 650 min.
machine breakdown with an increase of only 163 min.

4 Discussion

Scheduling is one of the most important issues in the
planning and operation of manufacturing systems, but
the generation of consistently good schedules has proven
to be extremely difficult. The problem is that optimal
scheduling solutions involve costly and impractical
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Fig. 6 Gannt chart for run 1 = Form2
when there is machine failure
(with re-scheduling)
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Fig. 9 Gannt chart for run 2
when there is no machine
failure

Fig. 10 Gannt chart for run 2
when there is machine failure
(with re-scheduling)

Fig. 11 Gannt chart for run 2
when there is machine failure
(without re-scheduling)
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enumeration procedures, while the performance of most
heuristic techniques is difficult to estimate and varies
considerably from one problem to the next.

On the other hand, fuzzy control has proven to be
successful in problems for which exact mathematical
modelling is hard or impossible, but an experienced
human operator can control the process. In particular,
fuzzy logic decision-making is suited for problems which
have many and often conflicting objectives with infor-
mation given in linguistic terms [15].

In the first part of this study, using fuzzy arithmetic,
all the necessary calculations were performed relating to
the batch size, total processing time, tool slots needed
and due date similar to a previously proposed method-
ology for a dynamic Dial-A-Ride problem [18]. The
values calculated by this approach represent the input
data for developed approximate reasoning algorithms.

The developed algorithm is used prior to the sched-
uling algorithm for a job shop. The scheduling algorithm
is also based on fuzzy logic decision-making for
assigning the operations of the part types to suitable
machines, with objectives being the makespan, relative
machine loads and cost. In a previous study, solution for
the complex problem of scheduling under uncertainty
using a fuzzy expert system approach with a fuzzy rule
base and fuzzy inferencing was proposed [20].

Similar to our study, Chan and Chan [11] presented a
simulation model of a flexible manufacturing system,
which minimizes three performance criteria simulta-
neously, i.e. mean-flow time, mean tardiness and mean
earliness. As a result, they concluded that the proposed
algorithm is found to be useful even when the perfor-
mance criteria used are biased on purpose. This indicates
that the decision-maker can vary the weighing factor for
each performance criterion according to their preference.

For job shop scheduling, using conventional heuristic
algorithms (priority rules) only, it is almost impossible
to achieve an optimal solution. Research has been car-
ried out to improve the heuristic algorithms to give a
near-optimal solution by Roy and Zhang [21]. They
proposed a fuzzy logic-based, dynamic scheduling
algorithm aimed at achieving this goal. The concept of
new membership functions is discussed in the algorithm
as a link to connect several priority rules. The con-
straints to determine the membership function of jobs
for a particular priority rule are established, and three
membership functions are developed. In order to decide
the weight vector of priority rules, an aggregate perfor-
mance measure is suggested.

A study which Smed et al. [1] proposed includes a
visual presentation of the overall state of the production,
a possibility to edit the schedule manually (the system
checks the capacity constraints automatically) or im-
prove it algorithmically, information about products,
jobs, components, simulated times, etc. and a possibility
to employ feeder and printing order optimisers selec-
tively.

A criteria equalizer option, similar to the one used in
our study, is present in the program, by which the

contribution of each criterion (widths, orphans, setup,
urgencies, oven, groups and total setup) to the final
solution can be modified by the user. Each criterion
associated with the problem can be represented as a
fuzzy set by defining a membership function, which
corresponds to the intuitive rule behind the criterion.
The relative importance of the values given by the user
form a prioritisation of the criteria and assigns weights
to the fuzzy sets. These weights ensure that the more
important criteria have a greater effect on the objective
function than the less important ones.

5 Conclusion

In the first stage of this study, a fuzzy logic-based algo-
rithm for assigning priorities to part types that are to be
machined is proposed. The decision is made taking the
batch size, due date, total processing time and tool slots
needed into account. A criteria contribution equalizer is
used in decision-making. The generated output is a pri-
ority percentage. The proposed algorithm is used prior to
operation machine allocation and scheduling process to
assign machining priorities for part types.

In the second stage, an operation-machine allocation
and scheduling algorithm is presented. A criteria con-
tribution equalizer is used in decision-making. Our re-
sults revealed that, when the user modifies the weighing
factors of each criterion, the results change by increasing
the overall efficiency of the fuzzy scheduler for the de-
sired performance criterion. The proposed algorithm re-
generates the schedule in the case of a machine break-
down, without increasing the makespan by much. The
system architecture and linguistic variables are presented
and results showed that the proposed algorithm im-
proves the system efficiency.

As a result it can be concluded that, the proposed
system combines the part type priority, batch size divi-
sion, instantaneous machine utilization rate, compensa-
tion of machine breakdowns or other changes in the
shop floor conditions and the delay cost concepts suc-
cessfully and can be used both off-line and on-line where
necessary in small to medium size job shops.
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