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Abstract
In this paper, the effect of local bank branch closures on new firm formation in Swe-
den is analysed using a panel database that captures the geographical locations of 
all Swedish bank branches in 2007 and 2013. The previous research has shown that 
the further a firm is located away from the bank, the higher the monitoring costs 
will be for the banks. Furthermore, an increase in the distance to the banks will also 
increase information asymmetry because of the banks’ eroded ability to collect and 
analyse soft information. Due to the high risks associated with the lack of informa-
tion and uncertainty, banks might not be as willing to extend credits to a distant firm 
compared to a nearby firm. Using spatial econometric analysis at a municipal level, 
it is shown that bank proximity to firms, unemployment rate, industry structures, 
income growth, change in housing price and percentage of immigrants are vital for 
new firm formation in Sweden. From the spatial Durbin model with fixed effects, 
an increase in the weighted distance to the nearest bank branches is shown to affect 
new firm formation negatively.

JEL Classifcation L26 · G21 · R11 · C33

1 Introduction

Over the past 20 years, a common practice within banks around the developed world 
has been to shut down local bank branches (Morrison and O’Brien 2001; Cole et al. 
2004; Nguyen 2015). This practice results in banks becoming more geographically 
concentrated in financial centres, dynamic regions and metropolitan areas (Alessan-
drini et al. 2009). The factors that contribute to the decline of bank branches out-
side of metropolitan areas are the high operating costs of bank branch networks, 
new regulations, the advent of new financial technology and online banking services 
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(Argent and Rolley 2000; Dick 2006). However, the disappearance of banks could 
potentially be unfavourable to entrepreneurs in the countryside as both proximity 
to banks and personal relationships are very important for small businesses to gain 
access to credits (Petersen and Rajan 2002; Agarwal and Hauswald 2010).

Especially in the countryside, a relatively larger proportion of entrepreneurs 
within cash-dependent sectors such as tourism and retail might have greater prob-
lems than entrepreneurs in other industries when the local bank branch is closed 
down (Leyshon et al. 2008; Berggren and Silver 2010). In addition, institutional ven-
ture capital tends to be concentrated in financial centres and metropolitan regions, 
which leaves remote regions at a greater disadvantage when applying for funding of 
comparable projects (Mason and Harrison 1995; Mason et al. 2016; Fili et al. 2013). 
Thus, the closure of bank branches outside of metropolitan areas is a potentially 
problematic issue for firms in several industries.

Whether in or outside of metropolitan areas, many entrepreneurial ventures have 
difficulties acquiring funding from external sources in the early stages of the devel-
opment (Casey and O’Toole 2014; Townsend and Busenitz 2015). Only a very small 
number of new ventures are likely to attract venture capital, as venture capitalists 
tend to be highly selective (Cumming and Dai 2010). Besides, in many countries, 
bank financing constitutes the main source of external financing in many entrepre-
neurial ventures, particularly in the funding of day-to-day activities (Cassar 2004; 
Beck et  al. 2011; Hernández-Cánovas and Martínez-Solano 2010). The limited 
access to external finance is exacerbated by the closure of bank branches since banks 
are usually the sole external capital provider outside of metropolitan areas (French 
et al. 2008). Hence, a firm located far from the bank can face an even more limited 
selection of financial options.

Even as geographical disparities exist, there is not yet a universal consensus that 
geographical disparities can have an important impact on new firm formation, espe-
cially in deprived areas. A lot of research has been undertaken on regional equity 
gaps in the supply of venture capital, which is mostly concentrated in metropolitan 
regions (Sorenson and Stuart 2001; Chemmanur et  al. 2016). On the other hand, 
much more work is needed to investigate the regional gap in demand and supply 
when it comes to financing from the bank. Based on a recent survey done by the 
Swedish Agency for Economic and Regional Growth, almost 30% of Swedish small 
and medium-sized enterprises (SMEs) have applied for a bank loan in the last three 
years. In comparison, 13% of SMEs borrowed money from family and friends and 
10% searched for external equity (Tillväxtverket 2017). Thus, bank finance is the 
preferred and most important external source of finance for Swedish SMEs. There-
fore, it would be highly policy relevant to investigate geographical disparities in the 
availability of banks as a source of entrepreneurial finance.

This paper adds to the research on bank branch closure and entrepreneurship by 
investigating the effect of bank branch closure on new firm formation. The phenom-
enon of bank branch closure is analysed using the increase in the weighted distance 
to banks, which is an effect of the closure of bank branches. The role of proxim-
ity to banks is studied in relation to its potential to bridge the regional equity gap, 
especially in regions that have limited access to venture capital and business angels 
(Mason and Harrison 1995; Backman 2015).
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The organisation of the paper is as follows: Sect. 2 presents previous related stud-
ies, the data and the variables are presented in Sect. 3, and in Sect. 4, the empirical 
results are presented and discussed. Section 5 concludes with the implications of the 
study.

2  Previous studies

2.1  The Swedish banking market

The Swedish banking market is characterised by a tight oligopoly in which the four 
largest commercial banks have a market share of 70% (Boström et  al. 2015). For 
parts of the financial market, such as deposits and lending, the commercial banks, 
therefore, have a very dominant position (Swedish Central Bank 2016). Besides 
the four largest commercial banks, a fifth actor—the savings banks—has a market 
share of 10% at the national level, but the market share at the local level is often 
much larger (Swedish Bankers’ Association 2015). Savings banks operate primarily 
in regional or local markets in Sweden, and the number of savings banks in Swe-
den has declined due to mergers and acquisitions within the savings bank industry 
(Backman 2015; Hugo Elliot 2016).

Since 1990, there has been a drastic change regarding the physical financial infra-
structure in Sweden, as the number of local bank branches has been cut in half (see 
Fig. 1). Similar to other developed economies in the world, the bank branch network 
in Sweden has evolved such that the growth and the earnings of the banking industry 
are increasingly drawn towards metropolitan areas and growth regions (Alessandrini 
et al. 2009; Leyshon et al. 2008). The previous international research has shown that 
as banks shifted their focus to growing regions, they reduced the number of local 

Fig. 1  Number of local bank branches in Sweden from 1990–2015 (Source: Statistics Sweden)
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bank branches and staff in the smaller cities and the countryside (Backman 2015; 
Nguyen 2015). This trend is very clear in Sweden, which shows that the large com-
mercial banks have expanded their operations in metropolitan areas and growing 
regions (Backman 2015).

Bank branch closure might significantly affect the possibilities that Swedish firms 
have to finance their operations because bank finance has always been of utmost 
importance for Swedish SMEs (Berggren and Silver 2009; Yazdanfar and Öhman 
2015). There is evidence that banks play a special role in their lending to smaller 
companies, and that it may be difficult for such borrowers to find alternative sources 
of financing when bank lending is reduced due to, for example, a credit crunch 
(Hancock and Wilcox 1998; Brunnermeier 2009).

2.2  Bank financing and entrepreneurship

Over time, several theories have been put forward to explain the financial decision 
making of entrepreneurs and how different sources of capital can influence the sur-
vival of a firm (Frank and Goyal 2003; De Jong et al. 2011). The pecking order the-
ory is used to explain why most entrepreneurs prefer bank credits over other forms 
of external capital (Chen 2011), whilst the signalling theory is used to explain how 
the entrepreneurs can convince the banks to grant them a loan for their businesses 
(Deesomsak et al. 2004).

The pecking order theory predicts that firms in need of capital will prefer internal 
finance to external finance and they will prefer loans to equity if they are searching 
for external finance (Myers and Majluf 1984; Howorth 2001). Due to the relatively 
higher risk of small businesses and information asymmetries between the entrepre-
neurs and the capital providers, external finance can become very expensive as capi-
tal providers will charge a higher interest rate (St-Pierre and Bahri 2011). However, 
when the entrepreneurs’ savings are not enough to undertake the investments, they 
will have to resort to external finance. As new equity will dilute the ownership of 
the venture, most entrepreneurs are not willing to issue new shares especially if they 
think that their business will be profitable in the future (Silver et al. 2015; Mac an 
Bhaird and Lucey 2010). As credits from banks do not risk the loss of control of the 
ventures, entrepreneurs tend to choose bank loans over equity. Thus, bank finance is 
an important source of external finance for control-averse entrepreneurs (Hernán-
dez-Cánovas and Martínez-Solano 2010).

Signalling theory focuses on how entrepreneurs try to communicate with capi-
tal providers to lower the perceived risk and uncertainty (Connelly et  al. 2011). 
The banks have a structured process to decide whether they should lend money to 
an entrepreneur (Burns 2014). To understand more about the purpose of the loan 
and the entrepreneur, the bank manager will typically visit the firm for an assess-
ment (Bruns and Fletcher 2008). The entrepreneur needs to convince the bank 
branch manager about the qualities of the ventures and his or her capabilities as an 
entrepreneur.

Therefore, it is important that the entrepreneur makes a good impression for the 
bank manager by showing his or her competence, the ability to provide collateral or 
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third-party guarantees, detailed information about the business and a financial plan 
for the venture (Behr and Güttler 2007; Landström 2017). These signals are impor-
tant for a new firm with a limited track record as it is difficult to prove that the firm 
can repay the loan (Haron et al. 2013). To communicate effectively and to build a 
good relationship with the bank, both the bank and the firm must meet regularly. A 
relatively large distance between the two actors can hinder regular meetings and pre-
vent the entrepreneurs from signalling positively to the banks (Mercieca et al. 2009).

2.3  Drivers of local bank branch closures

Several arguments for the closure of a local bank branch have been put forward by 
previous studies. Apart from the closure of bank branches being part of the banks’ 
cost reduction and profit maximisation strategies, there are also non-financial factors 
relating to bank branch closure (Clawson 1974; Boufounou 1995), such as factors 
relating to the location and the local competition (Schneider et al. 2014).

Some location factors that are frequently used to decide which local bank branch 
to close include information about the local business environment and socio-demo-
graphic attributes like population density, demographics, population growth rate, 
size of the employed population and household income (Leyshon et al. 2008). These 
factors can be used to estimate the potential demand for banking services in the 
region. Moreover, population demographics is seen as an important factor which 
determines the profitability of a bank branch. A region with a high proportion of 
retired citizens has a lower degree of entrepreneurial activities compared to a region 
with a booming labour population (Clawson 1974; Backman 2015). The number of 
small businesses in the region can also help to explain the local region’s demand for 
credits (Avkiran 1997).

When it comes to the local competition, banks need to consider the competitive 
environment in the region where they operate in, as a high level of competition can 
negatively affect the profitability of a bank branch (Goddard et al. 2011). To analyse 
the competitive context, previous studies have used variables such as the number of 
key competitors’ bank branches, the number of own bank branches and the number 
of other financial institutions (Olsen and Lord 1979).

Notwithstanding both financial and non-financial factors, one reason that has an 
important impact on bank branch closure is the rise of Internet banking (Schneider 
et al. 2014). In Sweden, most of the services offered by the bank branch offices can 
also be accessed on the internet and mobile phones (Swedish Central Bank 2016). 
As a result, bank branches have become more focused more on selling their products 
and services and providing advisory services (Moraru and Duhnea 2018). Thus, the 
general trend within the banking sector would imply that banks have shifted their 
attention to invest more in transactions for the maximisation of their profits rather 
than the building of long-term relationships (Eriksson and Hermansson 2017).
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2.4  The competitive advantage of the local bank branch

As banks and firms drift further geographically apart, several problems might 
occur; an increased information asymmetry between the entrepreneur and the 
bank, higher transaction and monitoring costs incurred by the bank and worsened 
agency problems (Berggren and Silver 2015).

Information asymmetry between the entrepreneur and the bank is a result of hid-
den information as well as a lack of market information about the venture (Hall et al. 
2004). As entrepreneurs do not always disclose all information concerning their ven-
tures, the information gap makes it difficult for the bank to assess the viability of the 
ventures. Furthermore, the newness of the venture can also compound the difficulty 
of understanding the firm and its market (Bruderl and Schussler 1990). The increas-
ing physical distance might further aggravate the information asymmetries due to 
longer commuting time, especially in non-metropolitan districts where relationship-
based lending is commonly used (Berger and Udell 1998).

Relationship-based lending involves the collection of soft and qualitative infor-
mation about the firm and the fostering of the relationship between the bank and 
the firm (Elyasiani and Goldberg 2004). As firms and banks have drifted further 
apart, for example in the countryside, the longer commuting time and higher trans-
port cost result in banks shifting towards transaction-based lending. The use of 
transaction-based lending for opaque markets where information is not readily avail-
able is problematic as banks use hard information and credit scoring techniques, 
which might put a new firm with no track record or tangible assets, at a disadvantage 
(Berger et al. 2005). Also, face-to-face meetings and personal contacts are crucial 
to exchange soft information when carrying out more complex bank services and to 
build trust between the banks and the borrower (Norberg 2016). With less focus on 
the individual character of the entrepreneur, entrepreneurs might be less inclined to 
approach banks believing that they do not have sufficient collateral to pledge.

Another major issue is the worsening of agency problems. From the perspec-
tive of the banks, the banks have a vested interest in the growth of their custom-
ers. Agency problems occur when the entrepreneur and the bank’s interest devi-
ate (Voordeckers and Steijvers 2006). For banks to mitigate this problem, they 
need to assess how the firms intend to use the funds and also monitor their activi-
ties (Eisenhardt 1989; Silver and Berggren 2010). The bank’s monitoring cost 
increases with distance and if the higher monitoring cost results in less monitor-
ing, the agency problems could be worsened (Degryse and Ongena 2004). Fur-
thermore, for banks using relationship-based lending, there is a high opportunity 
cost for a bank to finance a firm located far away, and the opportunity cost will be 
relatively higher when the credit is relatively small (Parlour and Plantin 2008).

Traditional credit risk assessment is an expensive and time-consuming process 
which includes searching for and visiting new firms for an assessment of the firm and 
post-investment monitoring (Silver 2001). As a result, banks might think that it is bet-
ter to invest in a firm located nearer to its bank branch than a distant firm, even if 
the distant firm has a more viable project (Brevoort and Wolken 2009). This adverse 
selection results in a risk of market failure in that it falls short of providing capital to 
firms that are potentially good borrowers but at a geographical disadvantage.
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2.5  Hypothesis

The closures of local bank branches allow us to understand the influence of geographi-
cal proximity in determining the bank–entrepreneur relationship, and the likelihood of 
new ventures getting access to bank financing. Regardless of whether the bank uses 
relationship-based lending or transaction-based lending, proximity plays an important 
role in reducing the information asymmetry between the bank and the entrepreneur.

Based on the previous studies presented above, the following hypothesis is 
formulated:

H1: The larger the distance to banks, owing to local bank branch closures, the 
lower the new firm formation per capita in a municipality.

3  Data and variables

3.1  Data

On a macro-level, our study is carried out on a municipal level in Sweden, which 
consists of 290 municipalities. In a regional analysis of municipalities, it can be 
appropriate to divide the municipalities into different groups so that municipalities 
belonging to each group have similar characters or conditions. We use a division 
that is developed by the Swedish Agency for Growth Policy Analysis (Tillväxtverket 
2018). This simple division comprises three groups of municipalities—29 metro-
politan municipalities, 131 urban municipalities and 130 countryside municipalities.

On a micro-level, we use a classification level that is adopted by Statistics Sweden, 
which demarcates Sweden into 227,235 included areas (Statistics Sweden 2018). The 
included areas are represented by square areas of 250 m by 250 m in urban areas and 
1000 m by 1000 m in rural areas. The resolution of the data enables an analysis of a high 
degree of detail. Figure 2 shows the map of Stockholm, demarcated into included areas.

The database that we use is panel data which covers the years 2007 and 2013 
in Sweden. The data on the development of local bank branches are acquired from 
Argomento GIS & IT, who has kept track of the geographical coordinates of all the 
bank branch offices in Sweden. With this information, we can calculate the driving 
distance of the nearest bank branches to all the included areas. From the Swedish 
Agency for Growth Policy Analysis, we gather information on the number of new 
firm formation in each municipality by year.

From Statistics Sweden, we acquire population data in each included area. Popu-
lation data refer to the number of households, demographics and income in each 
included area. Information on the current number of firms and the total number of 
employees by major industry sectors are also acquired for each included area. Data 
aggregated on the municipal level, such as human capital level and unemployment 
data are also downloaded from Statistics Sweden’s and Swedish Public Employment 
Service’s website, respectively.
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3.2  Variables

To make a within-municipality comparison of spatial processes in new firm forma-
tion, we narrow down to ten possible determinants of new firm formation per capita 
(NFFPC)—proximity to banks, firm density, establishment size, unemployment 
rate, human capital level, industry specialisation index and industry diversifica-
tion index, income growth, change in housing prices and percentage of immigrants 
inhabiting in the municipality.

Table 1 shows the description of all the variables utilised in our models and the 
expected signs of the variables affecting NFFPC. As new firm formation data are 
not available at a finer spatial resolution than municipalities, all the variables are 
aggregated at the municipal level.

3.2.1  Dependent variable: new firm formation per capita

We define new firms as the total number of newly started companies, excluding vari-
ous forms of restructuring of the existing companies. The labour market approach of 
obtaining the value of NFFPC is to divide the number of newly started companies in 
a municipality by the number of inhabitants between 16 and 64 years old. According 
to OECD (2019), a labour market is defined as an active population which comprises 
everyone who satisfies the requirements for inclusion among the employed or unem-
ployed. There is a possibility that someone from the labour force could start a new firm; 
therefore, the age group between 16 and 64 years old is deemed appropriate to be used 

Fig. 2  Map of Stockholm municipality, represented in Ruta
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as a proxy for the labour force. Furthermore, most new firms are started by individuals 
in the labour force and in areas close to their residence, which supports the use of the 
labour market approach (Audretsch and Fritsch 1994a; Michelacci and Silva 2007). By 
locating the firms close to where they live, entrepreneurs can make use of their existing 
local networks to source for partners, suppliers and customers and to remain close to 
their family and friends (Dahl and Sorenson 2012).

An alternative approach is an ecological approach which uses the number of exist-
ing firms. However, this approach has been criticised as the number of existing firms 
might not correlate with the number of new firms and the size distribution of firms is 
not accounted for. Hence, the ecological approach might give rise to biased estimates in 
NFFPC in regions with a large firm structure (Garofoli 1994). In this paper, we use the 
labour market approach. As a robustness check, we also use NFFPC calculated using 
the ecological approach in the model in Sect. 4.3.

3.2.2  Independent variable: proximity to bank branches

A recent trend within the banking sector includes computerised credit scoring of 
smaller companies. This means that one of the key judging criteria for approving a 
bank loan is the geographical location of the companies, which helps banks to deter-
mine the interest rate charged to the borrower firm. Thus, this key judging criterion 
supports the use of weighted mean distance to nearest bank branches as a variable in 
our models.

We use the weighted mean distance to the nearest bank branches in the municipality 
to represent the proximity to bank branches as an independent variable to test Hypoth-
esis 1. Weighted mean distance to the first, second and third nearest bank branch is 
used, respectively, in separate model specifications in Sect. 4.2 to test for the robustness 
of our results.

Street network analysis is used to identify the shortest road route and to calculate the 
driving distance from each included area to the nearest bank branch. The labour force-
weighted mean distance to the bank accounts for the fact that banks are usually con-
centrated in cities and towns that are densely populated with people in the labour force, 
rather than in the countryside where there is a higher population of retirees and elderly. 
Hence, the labour force-weighted mean distance is usually shorter than the unweighted 
mean distance. By using the labour force population as a weight, it allows us to con-
sider spatially heterogeneous labour force population within the municipality and the 
varying proximity to the banks in different regions of the municipality.

The following formula is used to calculate the labour force-weighted mean dis-
tance to the nth nearest bank in municipality j:

where WeightedDistnij is the labour force-weighted mean distance to the nth nearest 
bank for an included area i in municipality j. Pij is the labour force population in 
the included area i in municipality j. Summations are across all the included areas i 
within municipality j in the denominator.

(1)WeightedDistnj =

∑
(WeightedDistnij.Pij)

∑
Pij

,
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3.2.3  Control variables

The control variables included in our analysis are firm density, establishment size, 
unemployment rate, human capital level, industry specialisation index, industry diver-
sification index, income growth, change in housing prices and percentage of immi-
grants in the municipality. Detailed information on the calculation of the industry spe-
cialisation and diversification index and income growth can be found in the appendix.

Firm density can be important for the economy as a high density improves the 
match between firms, labour, suppliers and customers and hence lowers transactions 
costs. For start-ups and tech companies, high firm density allows for greater oppor-
tunities for sharing of knowledge and drive innovation (Feld 2012). Even though 
cities with a high firm density are innovative and productive, it is argued that a high 
firm density can cause inequality in the economy as the established and advantaged 
players usually get the major shares of the market (Batabyal 2017).

Establishment size has also been shown to be important for new firm formation. 
Using different frameworks, establishment size is shown to have both positive and 
negative association with new firm formation (Audretsch and Fritsch 1994b). For 
the labour market approach, the coefficient of the mean establishment size on new 
firm formation is negative in previous studies (Audretsch and Fritsch 1994b). A rea-
soning is that the propensity to start a business for a worker with prior experience in 
a small firm is greater than in a large firm (Evans and Leighton 1990).

According to previous studies, unemployment has an ambiguous effect on 
NFFPC as unemployment can encourage or discourage new firm formation. On one 
hand, a region with prolonged increased unemployment can signal that the market 
condition is less favourable in the region and characterise the region with inadequate 
social and public infrastructure (Tervo and Niittykangas 1994; Fotopoulos 2013). 
On the other hand, unemployment can also propel individuals to become entrepre-
neurs as a recession can push unemployed individuals with a high level of education 
and managerial know-how to start a new company. However, the ‘unemployment-
push’ hypothesis is a weak one as there are mixed results from previous empirical 
studies (Whittington 1984; Ashcroft et al. 1991; Love 1996).

Human capital is an important determinant of new firm formation. Human capital 
is measured as the proportion of the labour force population with at least three years 
of university education. A human capital-rich local economy can help to enhance 
knowledge spillovers resulted from individuals who have the skills to recognise and 
exploit opportunities (Reynolds et  al. 1995; Acs and Armington 2004). Further-
more, an agglomeration of highly educated individuals in the region has been argued 
to increase start-up activity and a higher survival rate in non-service industries 
(Korosteleva and Belitski 2017).

The inclusion of the Theil regional diversity entropy measure and a relative spe-
cialisation index are motivated by Fotopoulos (2013). These two measures are not 
mutually exclusive as a region with a high diversity of industries may still own a larger 
share of a particular sector when compared to other regions (Fotopoulos 2013). The 
previous literature has proposed that a higher degree of diversity means there is a 
greater variety of skills available in the local region (Audretsch et al. 2010). Hence, the 
greater mix of different skill sets could allow greater opportunities for entrepreneurs 
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to acquire different kinds of resources, encouraging new firm formation. The Theil 
regional industrial diversity entropy measure is used to measure the regional industrial 
diversity in this paper (Theil 1976).

Whereas for specialisation, the previous literature has shown ambiguous results. 
On one hand, a highly specialised region could create a barrier for entrepreneurs who 
are seeking to enter the market as the prerequisites in specialised skills and resources 
might be even more demanding to start a new business in a highly localised industry. 
On another hand, a highly specialised region can promote knowledge spillover and 
increased information flow, making it easier for entrepreneurs to start a business. A rela-
tive specialisation index measures the concentration of the share of the overall employ-
ment held by the various industries in a municipality in relative to the national level. A 
municipality would be considered specialised if a small number of industries hold high 
shares of the overall employment of the municipality (Aiginger and Davies 2004).

Income growth is seen as a positive determinant in new firm formation as it serves 
as a demand-side effect signalling more wealthy markets and a large body of litera-
ture has pointed out that high personal wealth increases entry into entrepreneurship 
(Malacrino 2016). With a high level of internal finance, entrepreneurs do not have to be 
constrained by the bounds induced by external finance and hence encourage individual 
with high personal wealth to start their business (Kerr and Nanda 2009). An example 
of how income growth is calculated in the previous literature is the average annual rate 
of increase in personal income in the region calculated over two years (Armington and 
Acs 2002). In this paper, income growth is calculated as the rate of growth of annual 
income per capita between the observed year and that of two years ago.

The change in housing prices is measured by the percentage change between the 
housing price level of a municipality in the current year and that of four years ago. 
Research shows that housing prices have an impact on entrepreneurship as rising house 
prices is linked to an increase in collateral and increased consumption (Berggren et al. 
2017, 2018; Black et  al. 1996). As a result of higher house prices, homeowners are 
more likely to start a business (Schmalz et al. 2017).

The percentage of immigrants is the number of immigrants as a proportion of the 
total population in the municipality. The percentage of immigrant inhabitants can have a 
positive and significant impact on new firm formation. In a Swedish study conducted by 
Baycan and Öner (2013), the percentage of immigrant inhabitants has a positive and sig-
nificant effect on new firm formation. This finding can be explained in two ways. Due to 
a sorting mechanism, the share of immigrants is generally higher in places with a higher 
level of entrepreneurial spirit. Moreover, immigrants who face obstacles in looking for 
employment can be pushed into starting their businesses out of necessity reasons.

3.3  Descriptive statistics

Table 2 shows the number of bank branches and the number of bank branches per 
capita according to municipality types in 2000, 2007 and 2013. The largest decline 
in the number of bank branches occurred in the countryside municipalities, where 
almost 30% of bank branches closed from 2000 to 2013. For urban municipalities, 
the number of bank branches decreased by 10%. As for metropolitan municipalities, 
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the change in the number of bank branches is rather small compared to the country-
side and urban municipalities. A similar pattern is exhibited for the number of bank 
branches per capita. Hence, urbanisation is not the only reason which has resulted 
in a decline in the number of bank branches (Backman and Wallin 2018).

Figure 3 further supports Table 2 that more bank branch closures occur in the 
countryside municipalities from 2007 to 2013. Furthermore, it is also observed 
from Fig. 3 that bank branch closures occur in most Swedish municipalities and 
there exist bank deserts in a few municipalities which have only one bank branch 
in 2007 and 2013. These municipalities with only one bank branch are very vul-
nerable to access to finance when their only bank branch closes down or when the 
bank branches in their neighbouring municipalities start closing down, or both.

In Table  3, there is a general upward trend in the means of WeightedDist_1 
from 2007 to 2013, especially for the countryside and urban municipalities. 
Whereas for the means of WeightedDist_2 and WeightedDist_3 from 2007 to 
2013, there is no observable significant increase in the weighted distance, except 
for WeightedDist_3 for the countryside municipalities. There is a high standard 
deviation of 21 km in WeightedDist_3 for countryside municipalities.

Even though it is observed from Fig. 3 that there are bank branch closures in 
almost all the Swedish municipalities, it is important to know if the reduction in 
the number of bank branches has resulted in longer travelling distances for the 
consumers. Figure 4 shows that even if there is a reduction in the number of bank 
branches in the south of Sweden, it does not necessarily mean an increase in the 
weighted mean distance to the banks and vice versa. Figure  4 generally shows 
an increase in the weighted mean distance to the first nearest bank branch in the 
majority of the municipalities from 2007 to 2013.

4  Empirical models and results

In this section, we aim to estimate the effects of the change in proximity to bank 
branches on new firm formation over time between 2007 and 2013. Our approach 
is divided into three steps, which follows Elhorst’s framework when estimating a 

Table 2  Number of bank 
branches and number of bank 
branches per capita from 2000 
to 2013

Municipality type Year Number of 
bank branches

Number of bank 
branches per 
capita

Countryside 2000 639 0.064
2007 526 0.052
2013 460 0.048

Urban 2000 838 0.03
2007 779 0.026
2013 752 0.025

Metropolitan 2000 479 0.027
2007 430 0.023
2013 501 0.024
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spatial panel data model (Elhorst 2014). First, we estimate nonspatial panel data 
models to determine whether the spatial lag model or the spatial error model is 
more appropriate. We also test for the extension of the model with spatial and 
time-period fixed effects, which is also known as the two-way fixed effects model. 
Second, we then consider the spatial Durbin specification of the two-way fixed 
effects model to test whether it can be simplified to the spatial lag or the spatial 
error model. Thirdly, we test for the robustness of our results by using different 
spatial weight matrices and new firm formation rate calculated using the ecologi-
cal approach as a dependent variable.

Two years are used for the panel data analyses—2007 and 2013. Since the 
years used in our panel data analysis did not include the recession period in Swe-
den, we do not have the issue of including the recession effects in our analysis.

4.1  Nonspatial panel data model

The following model for new firm formation based on a panel from 290 municipali-
ties is estimated for two years—2007 and 2013 ( t = 2007, 2013),

(2)yit = � + �xit + ci(optional) + �t(optional) + vit,

Fig. 3  Growth rates of the number of bank branches from 2007 to 2013
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where yit is new firm formation per capita in municipality i in year t. xit are the 
ten independent variables, namely proximity to banks (WeightedDist_n), firm 
density (FirmDensity), establishment size (EstSize), unemployment rate (Unem-
pRate), human capital (HumanCap), specialisation index (SpecIndex), diversifica-
tion index (TheilIndex), income growth (lncomeGrowth), changes in housing prices 
(ChangeHP) and percentage of immigrants (ImmigrantsShare). We only consider 
the weighted distance to the first nearest bank branch in the nonspatial panel data 
models. All the dependent and independent variables are logged except for Income-
Growth to make the distribution of the transformed variables more normal. The 
IncomeGrowth variable is not logged because it includes negative values.

We can assume that region-specific effects ( ci ) and time-specific effects ( �t ) fixed, 
which in this case, region dummy variables and time dummy variables for each 
year are included in equation 2. The region dummy variable includes heterogene-
ity between municipalities that are fixed over the period, such as structural differ-
ences between municipalities and physical preconditions—natural landscapes, past 
infrastructure investments and cultural heritage (Baumgartner et al. 2013). The time 
dummy variable includes heterogeneity between the economic conditions and regu-
latory changes for limited companies, such as lower requirements for auditing and 
capital, which can affect new firm formation (Berggren et al. 2018).

Fig. 4  Growth rates of the weighted mean distance to the first nearest bank branch from 2007 to 2013



335

1 3

The effect of bank branch closures on new firm formation: the…

Table  7 in the appendix reports the estimation results of the nonspatial panel 
data models to determine if a spatial model is more appropriate for estimation. The 
hypothesis that the spatial fixed effects are jointly insignificant is rejected based 
on the LR test (703.0, with 290 degrees of freedom [df], p < 0.01 ). Similarly, the 
hypothesis that the time-period fixed effects are jointly insignificant is also rejected 
(14.9, 2 df, p < 0.01 ). These results justify the extension of the model with spatial 
and time-period fixed effects (Elhorst 2014).

The results from Table 7 point to the spatial Durbin specification of the two-way 
fixed effects model as results from the classic LM tests report p values less than 
0.01 for both hypotheses H0 ∶ � = 0 and H0 ∶ � + �� = 0 . Since the spatial Dur-
bin model generalises both the spatial lag and the spatial error model, it is better to 
adopt this more general model (LeSage 2014; Elhorst 2014).

4.2  Spatial panel data model

In order to assess the influence of bank branch closure on new firm formation in 
Sweden, spatial Durbin models are used. Two years—2007 and 2013—are used for 
the estimation of the spatial Durbin models (t = 2007, 2013).

The spatial Durbin model is specified as follows:

where wij is the spatial weight matrix which describes the dependence across all the 
spatial units. 

∑
j wijyjt describes the interaction effect between the dependent vari-

able yit and the dependent variables in its neighbouring municipalities, yjt . 
∑

j wijxijt 
describes the characteristics of neighbouring municipalities. � is the spatial autore-
gressive coefficient and � indicates a spatial autocorrelation coefficient on the 
observed exogenous variables x. ci and �t represent the region-specific effect and 
time-specific effects, respectively, whilst vit is an idiosyncratic component. Assum-
ing that ci and �t are fixed, the intercept � can only be estimated, given that the con-
ditions 

∑
i ci = 0 and 

∑
t �t = 0 are satisfied (Elhorst 2014).

Three types of spatial weights have been tested, and they are the inverse distance 
weight matrix, k-nearest neighbours (KNN) weight matrix and the Queen’s contigu-
ity weight matrix of the first order. Subsequently, we proceed with a 4 nearest-neigh-
bours weight matrix, as it provides a useful compromise between the Queen’s conti-
guity and the inverse distance weight approaches. The Queen’s contiguity approach 
leads to exclusion of 5 municipalities which might lead to misleading results and 
the inverse distance weight matrix has a bimodal distribution which leads to some 
municipalities with too few neighbours and some with too many neighbours.

We employ the ‘Matlab Software for Spatial Panels’ in MATLAB for estimat-
ing all the spatial panel data models in this paper (Elhorst 2014). In this toolbox, 
the maximum likelihood-based approach is implemented for spatial panel models, 
which allows one to estimate spillover effects.

(3)yit = � + �

N∑

j=1

wijyjt + xit� +

N∑

j=1

wijxijt� + ci(optional) + �t(optional) + vit,
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4.2.1  Empirical results

For the spatial panel models utilised in our study, the dependent variable and the 
independent variables are the same as the ones used in the nonspatial panel model 
in Sect.  4.1. For robustness, we consider the weighted distance to first, second 
and third nearest bank branch in three different model specifications (n = 1, n = 
2 or n = 3 in WeightedDist_n). The results of the three model specifications are 
reported in columns 1, 2 and 3 of Table 4.

We perform both Wald and LR tests to determine if the spatial Durbin model 
can be simplified to the spatial lag or spatial error model. For all three different 
model specifications (n = 1, n = 2 or n = 3 in WeightedDist_n) in Table 4, the 
Wald and LR tests indicate that both the spatial error model and the spatial lag 
model must be rejected in favour of the spatial Durbin model.

We also perform a Hausman’s specification test to test if the random effects 
model is favoured over the fixed effects model. The results (130.900, 21 df, 
p < 0.01 ) reject the null hypothesis that the random effects model is preferred 
over the fixed effects model. The results of the random effects model are reported 
in column 4 of Table 4. � in Table 4 refers to the weight attached to the cross-
sectional component of the data and takes values on the interval [0, 1] (Elhorst 
2014). If � equals to 0, the random effects model converges to a fixed effects 
model; if it equals to 1, then it converges to a model which does not control for 
any spatial effects. � is found to be 0.0847, with a t-value of 16.993, which aligns 
with the results of Hausman’s specification test and indicates that the fixed and 
random effects models are significantly different from each other.

In the two-way fixed effects nonspatial model (column 4 of Table  7 in the 
appendix), the coefficients of UnempRate, TheilIndex and ChangeHP are signifi-
cantly different from zero. Higher unemployment rate and housing prices encour-
age new firm formation, whilst higher industry diversification index restrains new 
firm formation. As the spatial Durbin model with spatial and time-period fixed 
effects is found to be more appropriate, the results from the nonspatial model are 
biased and we proceed to investigate the results from the spatial models.

As the parameter estimates in the spatial models in Table 4 do not represent the 
marginal effect of a change of the independent variable on NFFPC, we need to 
interpret the direct effect estimates in Table  5. The reason is that the direct and 
indirect estimates consider the feedback effects which result due to impacts passing 
through neighbouring municipalities and back to the municipalities (Elhorst 2014).

4.2.2  Discussion of results

Based on the t-statistics calculated from a set of 1000 simulated parameter values, 
we discuss the results which appear to be significantly different from zero in col-
umn 1 of Table 5. The significant variables are weighted mean distance to banks, 
unemployment rate, diversification index, specification index, income growth, 
change in housing prices and percentage of immigrants.

Weighted mean distance to banks The findings from Table  5 show that own-
municipality increases in the weighted mean distance to the first nearest bank will 
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discourage people from setting up a new firm in their own-municipality (elasticity 
0.071). This indicates that as the weighted mean distance to the first nearest bank 
branch is doubled, there is a 5 per cent decrease in the number of firms that are being 
started, for every 1000 people in the municipality, since (2−0.071 − 1) ≈ −0.05 . That 

Table 5  Impact analysis: spatial Durbin model specification with spatial and time-period specific effects

t values in parentheses. *, ** and *** show significance level at 10%, 5% and 1%, respectively

(1) (2) (3)
Spatial and time-
period fixed effects, 
n = 1

Spatial and time-
period fixed effects, 
n = 2,

Spatial and time-
period fixed effects, 
n = 3

Weight matrix 4-NN 4-NN 4-NN
Direct effect Log(WeightedDist_n) −0.071 ( −1.79)* 0.049 (1.407) −0.044 ( −1.636)*
Indirect effect 

Log(WeightedDist_n)
0.085 (1.034) 0.045 (0.646) 0.186 (3.368)***

Total effect Log(WeightedDist_n) 0.014 (0.165) 0.094 (1.243) 0.142 (2.254)***
Direct effect Log(FirmDensity) 0.021 (0.15) 0.042 (0.313) 0.1 (0.733)
Indirect effect Log(FirmDensity) −0.154 ( −0.61) −0.156 ( −0.616) −0.122 ( −0.48)
Total effect Log(FirmDensity) −0.133 ( −0.527) −0.114 ( −0.465) −0.022 ( −0.089)***
Direct effect Log(EstSize) −0.042 ( −0.419) −0.033 ( −0.338) 0.011 (0.105)
Indirect effect Log(EstSize) −0.219 ( −0.931) −0.226 ( −0.952) −0.197 ( −0.846)
Total effect Log(EstSize) −0.261 ( −0.995) −0.259 ( −0.984) −0.187 ( −0.718)***
Direct effect Log(UnempRate) 0.077 (1.555)* 0.074 (1.446)* 0.075 (1.485)*
Indirect effect Log(UnempRate) −0.052 ( −0.661) −0.059 ( −0.741) −0.045 ( −0.577)
Total effect Log(UnempRate) 0.025 (0.39) 0.015 (0.232) 0.029 (0.465)***
Direct effect Log(HumanCap) 0.041 (0.204) 0.07 (0.325) 0.057 (0.274)
Indirect effect Log(HumanCap) 0.564 (1.261) 0.478 (1.153) 0.29 (0.667)
Total effect Log(HumanCap) 0.605 (1.232) 0.548 (1.211) 0.347 (0.742)***
Direct effect Log(SpecIndex) 0.021 (0.539) 0.021 (0.54) 0.011 (0.292)
Indirect effect Log(SpecIndex) 0.201 (2.383)*** 0.217 (2.679)*** 0.23 (2.602)***
Total effect Log(SpecIndex) 0.221 (2.501) 0.238 (2.703) 0.241 (2.59)***
Direct effect Log(TheilIndex) −0.766 ( −2.781)*** −0.714 ( −2.602)*** −0.777 ( −2.925)***
Indirect effect Log(TheilIndex) 0.327 (0.539) 0.386 (0.637) 0.334 (0.549)
Total effect Log(TheilIndex) −0.44 ( −0.66) −0.327 ( −0.494) −0.443 ( −0.673)***
Direct effect Log(lncomeGrowth) −0.064 ( −1.872)* −0.077 ( −2.225)*** −0.079 ( −2.307)***
Indirect effect Log(lncomeGrowth) 0.05 (0.736) 0.032 (0.474) 0.025 (0.379)
Total effect Log(lncomeGrowth) −0.014 ( −0.207) −0.046 ( −0.653) −0.054 ( −0.801)***
Direct effect ChangeHP 0.001 (2.137)*** 0.001 (1.689)* 0.001 (1.816)*
Indirect effect ChangeHP 0.001 (1.13) 0.001 (1.277) 0.001 (1.056)
Total effect ChangeHP 0.002 (2.474) 0.002 (2.367) 0.002 (2.24)***
Direct effect 

Log(ImmigrantsShare)
0.095 (0.902) 0.082 (0.778) 0.058 (0.519)

Indirect effect 
Log(ImmigrantsShare)

−0.641 ( −3.57)*** −0.668 ( −3.825)*** −0.691 ( −4.007)***

Total effect Log(ImmigrantsShare) −0.546 ( −3.289) −0.586 ( −3.683) −0.634 ( −3.98)***
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means, for a NFFPC of 20, i.e 20 new firms for every 1000 people in the municipal-
ity, a 5 per cent decrease is one less firm formed. One possible reasoning for the 
negative direct effects of the increased distance to the bank branches on new firm 
formation is higher monitoring costs and information asymmetries for the banks. 
This means that the bank managers have to travel further to the firms for monitoring 
on the firm’s financial status and well-being. Hence, banks might not be willing to 
lend money to firms that are situated far away. As a consequence, firms located far 
from the bank might have greater difficulty in getting loan approval from the banks.

As for weighted mean distance to the second nearest bank, the effects on new 
firm formation are not significant. Weighted mean distance to first and third nearest 
bank branches is both significant and negative. This indicates that proximity to the 
first and third nearest bank branch has more influence on the formation of new firms.

Table 5 shows that own-municipality increases in the weighted mean distance to 
the third nearest bank branch will discourage people from setting up their firm in 
their municipality (elasticity 0.044) but somehow encourages new firm formation in 
neighbouring municipalities (elasticity 0.186). A possible explanation is that since 
the third nearest bank branches are now further away from potential borrowers in the 
target municipality, there is lesser competition in these branches, and hence, entre-
preneurs from other municipalities have a higher chance of getting loan approval 
for their business in these branches. This results in a potential increase in new firm 
formation in the neighbouring municipalities.

Unemployment rate Own-municipality increases in the unemployment rate have 
been shown to encourage people to set up firms in their municipalities based on two 
out of three model specifications in Table 5 (elasticity ranges from 0.074 to 0.077). 
A possible reason is that more unemployed people might be pushed to become 
entrepreneurs due to necessity reasons (Glocker and Steiner 2007).

Diversification index Own-municipality increases in diversification index have 
been shown to discourage people from setting up firms in their municipalities for 
all the three model specifications in Table 5 (elasticity ranges from 0.714 to 0.766). 
This is opposite to our expected sign of diversification index on new firm forma-
tion. These results seem to favour a notion formalised by Arrow (1962) and Romer 
(1986) that knowledge is sector-specific and spillover effects result through intra-
sector externalities, also known as the Marshall–Arrow–Romer externalities. Hence, 
a high diversification rate of industries in the municipality does not necessarily ben-
efit the formation of new firms as a greater variety in the knowledge spillovers from 
different sectors might not be relevant for a new firm in a specific sector.

Specialisation index Own-municipality increases in specialisation index have been 
shown to encourage people to set up firms in its neighbouring municipalities for all 
the three model specifications in Table 5 (elasticity ranges from 0.201 to 0.23). This 
shows that neighbouring municipalities around a municipality with a highly specialised 
industry can benefit from knowledge spillover and it can also benefit from economies 
of scale (lower average cost with higher output) based on theories of agglomeration like 
production sharing and labour pooling (Fotopoulos 2013; Rosenthal and Strange 2001).

Income growth Own-municipality increases in income growth have been shown 
to discourage people from setting up firms in their municipalities for all the three 
model specifications in Table 5 (elasticity ranges from 0.064 to 0.079). The negative 
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sign of this variable is the opposite of what we have expected. There were a financial 
crisis and a recession in 2008 and this could have lowered potential entrepreneurs’ 
confidence to set up their businesses, despite the positive growth rate in annual 
income per capita in the municipality (OECD 2009).

Change in housing prices Own-municipality increases in housing prices have 
been shown to encourage people to set up firms in their municipality for all the three 
model specifications in Table 5 (elasticity 0.001). This is in line with the findings 
from previous studies which show that homeowners from regions with house price 
appreciation are more likely to start a business as they have more collateral to offer 
to the bank when they apply for a loan (Berggren et al. 2017; Schmalz et al. 2017).

Percentage of immigrants Own-municipality increases in the percentage of immi-
grants have been shown to discourage people from setting up firms in the neighbour-
ing municipalities for all the three model specifications in Table  5 (elasticity ranges 
from 0.641 to 0.691). It could be due to a sorting mechanism, a region with an influx 
of immigrants, usually has a higher level of entrepreneurial spirit (Baycan and Öner 
2013). Economic immigrants can bring along essential knowledge, and labour immi-
grants are also more willing to accept a lower payment for their work. Hence, the inflow 
of immigrants in a specific municipality can reduce the attractiveness of setting up a 
business in its neighbouring municipalities.

4.3  Robustness tests

We further build additional spatial Durbin models with different weight matrices 
and use NFFPC calculated using an ecological approach as a dependent variable, 
to increase the robustness of our results. The results of these models are shown in 
Table 8 in the appendix.

In general, the results from Table 8 are quite similar to results obtained from the 
spatial Durbin models in Sect. 4.2.1. In comparison to the two-way fixed effect spa-
tial Durbin model for n = 1 and using a 4-NN weight matrix (column 1 of Table 5), 
the models using 3-NN and 5-NN weight matrices (columns 1 and 2 in Table 8) also 
have the same variables which have significant indirect effects, namely the logged 
variable SpecIndex and ImmigrantsShare. However, UnempRate as a significant var-
iable for direct effect is absent in the model using a 5-NN weight matrix. Overall, we 
notice that the logged variable WeightedDist_1 shows consistent results throughout, 
which appear to have a significant negative direct impact on NFFPC for the models 
using 3-NN, 4-NN and 5-NN weight matrices for weighted distance to the first near-
est bank branch.

As for the model with NFFPC calculated using an ecological approach as a depend-
ent variable (column 3 of Table 8), the results are also quite similar to the model with 
NFFPC calculated using a labour market approach as a dependent variable (column 
1 of Table 5). In addition, for the model with NFFPC calculated using an ecological 
approach as a dependent variable, the logged variable FirmDensity appears to have a 
significant negative direct impact on NFFPC, which is opposite of our expected sign. 
A high density of large firms could result in higher barriers to entry for new and small 
firms due to competition, therefore reducing new firm formation (Garofoli 1994).
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Garofoli (1994) also argues that the use of the ecological approach in calculating 
NFFPC is misleading as a small number of new firms formation could provide an 
artificially high NFFPC in areas with a small number of firms because of the small 
denominator problem. Hence, we still favour the results which use NFFPC calcu-
lated using the labour market approach over the ecological approach.

5  Conclusion

To the best of our knowledge, our study is the first one to show how the change in the 
proximity to bank branches can have an influence on new firm formation over time, 
considering the spillover effects. There are several strengths to our study. First, in this 
study, it is very valuable to get access to individual-level data to measure the proximity 
to bank branches. For example, there is varying proximity to bank branches in differ-
ent parts of the municipality, and hence, it is useful to calculate a weighted mean dis-
tance to the bank branches. The statistically significant negative association between 
NFFPC and weighted mean distance to the nearest banks can be taken as indicative of 
a potential determinant to increase entrepreneurship in a region even though it might 
not be necessarily causative. The association justifies a further investigation of how an 
increase in the distance to bank branches can affect new firm formation adversely.

Furthermore, an advantage of analysing at a municipal level is that it does not 
follow administrative borders like labour market regions (LLMs). LLMs take into 
account intra-regional commuting flows and it divides Sweden into 81 functional 
regions. However, analysis at an LLM level is susceptible to the modifiable areal 
unit problem (MAUP), which can lead to biased results in the analysis.

We also consider the effects of spatial autocorrelation in our models by using a weight 
contiguity matrix. For models incorporating spatial effects, the traditional ordinary least 
squares (OLS) regression model is inappropriate (Cheng and Li 2011). The considera-
tion of the effects of temporal and spatial factors is important as spillover effects are 
included in the model. Since an entrepreneur in a municipality can also travel to a bank 
in another municipality to apply for a bank loan, this means that the impact of a bank 
branch closure in a specific municipality can also affect its neighbouring municipalities.

There are a few limitations in this study. The first limitation is that there could 
be other potential confounding factors such as the size of bank branches and the 
hierarchical structure of the bank branches, which we lack data of. Some smaller 
bank branches are not allowed to approve large loans without first consulting their 
regional or central office. Decisions can be made in another municipality if there are 
only small bank branches in the local municipality. Hence, bank branches higher up 
in the hierarchy suffer even more severe asymmetric information, which can nega-
tively affect the grant of a bank loan (Backman 2015).

The second limitation is that we only use the years 2007 and 2013 data in our mod-
els as we lack the data for the other years. It would be more desirable to get a balanced 
panel data which includes all the years between 2007 and 2013. The third limitation is 
that some explanatory variables are not exogenous, they could be determined simulta-
neously with NFFPC, and thus, they may affect NFFPC but also depend on NFFPC. 
Finding appropriate instruments that are correlated with the endogenous explanatory 
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variable but not correlated to the error terms is also a difficult task as appropriate 
instrumental variables are rarely available (Fischer and Nijkamp 2014).

The empirical results in this paper highlight the importance of considering how 
the bank branch closures could affect the entrepreneurial activities beyond a munici-
pality’s administrative borders. The strategic collaboration between municipalities in 
creating a sustainable financial environment for entrepreneurs might be a step in the 
right direction. Even though the study is based on Swedish data, the results are likely 
to apply to developed countries around the world that shares some features of the 
Swedish’s economy, such as SMEs’ reliance on bank financing. Through the finan-
cial supervision authority that regulates and controls banks, policymakers and regula-
tors have an important role to play in the development of the financial infrastructure, 
especially in the countryside. An example is state-owned company Almi, which pro-
vides loans, venture capital and advice for start-ups and established companies (Almi 
2020). Almi can increase the accessibility of the loans and monitor the development 
of bank branches in vulnerable regions that are susceptible to becoming bank deserts. 
All in all, banks, municipalities and policymakers need to collaborate so that they can 
implement policies that potentially boost entrepreneurship in the local community.
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Appendix

Equations

Regional industrial diversity index (Theil)

Let emplri be the number of employed people in industrial sector i in municipality r. 
The regional industrial diversity index (Theil) for municipality r is:

(4)Hr =

∑

i

Pri

Pr

log
Pr

Pri

,

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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where Pri =
emplr i∑

r

∑
i emplr i

 , Pr =

∑
i emplr i∑

r

∑
i emplr i

 , Pri

Pr

=
emplr i∑
i emplr i

 , and 
∑

r

∑
i Pri = 1.

The Theil index is equal to 0 when there is only one industrial sector in munici-
pality r and the value log(6) when all the 6 industrial sectors have the same number 
of employed people in municipality r. The Theil index is bounded in the range [0, 
log(6)] as we define 6 industry sectors in the equation. The index obtained from 
equation A.1 is further divided by log(6) so that the index is bounded in the [0, 1] 
interval. The 6 broadly defined sectors are defined in Table 6 in the appendix.

Specialisation index

The formula for the relative specialisation index is as follows:

where Eri and Eni are the number of employed people in industry i at the municipal-
ity level and national level, respectively. Er and En refer to the total number of peo-
ple who are employed at the municipality and national level, respectively. The spe-
cialisation index is bounded in the range [0, 1]. The specialisation index is 0 when 
the sectoral structure of the municipality is the same as that on the national level and 
equal to 1 when there is only one sector in the municipality.

Income growth

Income growth is calculated as follows:

where IncomeGrowtht is the average rate of change in the mean income per capita 
between Yeart and two years before Yeart in the municipality.

Tables

See Tables 6, 7 and 8. 

(5)SPECr =
1

2

∑

i

|
|||

Eri

Er

−

Eni

En

|
|||
,

(6)IncomeGrowtht =

√
MeanIncomet

MeanIncomet−2
− 1,
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Table 6  Six broad industry 
categories

Category Industries

Primary Agriculture, forestry and fishing
Manufacturing Manufacturing and production

Energy and environment
Construction
Transport
Real estate activities

Trade, hotels and restaurants Trade
Hotels and restaurants

Business services Information and communication
Financial and insurance activities

Public and personal services Public administration
Education
Health and social care
Personal and cultural services, etc.

Others Other industries

Table 7  Estimation results of new firm formation using panel data models without spatial interaction 
effects

t values in parentheses

Variables (1) (2) (3) (4)
Pooled OLS Spatial fixed effects Time-period fixed 

effects
Spatial and 
time-period fixed 
effects

Intercept 3.88 (12.77) − − −
Log(WeightedDist_1) −0.022 ( −1.02) −0.07 ( −1.75) −0.015 ( −0.71) −0.06 ( −1.51)
Log(FirmDensity) 0.093 (1.99) 0.183 (1.51) 0.054 (1.16) 0.038 (0.30)
Log(EstSize) −0.239 ( −6.13) 0.045 (0.44) −0.197 ( −4.99) −0.008 ( −0.07)
Log(UnempRate) −0.034 ( −1.33) 0.122 (3.32) −0.095 ( −3.32) 0.067 (1.74)
Log(HumanCap) 0.433 (15.33) 0.583 (3.59) 0.354 (10.68) 0.087 (0.42)
Log(SpecIndex) 0.005 (0.18) 0.037 (0.94) −0.01 ( −0.39) 0.034 (0.87)
Log(TheilIndex) 0.47 (2.42) −0.497 ( −1.84) 0.49 (2.57) −0.641 ( −2.38)
Log(lncomeGrowth) −0.054 ( −1.34) −0.041 ( −1.27) −0.034 ( −0.85) −0.023 ( −0.70)
ChangeHP 0 (0.25) 0 (0.80) 0.002 (2.43) 0.001(1.96)
Log(ImmigrantsShare) 0.131 (6.20) 0.01 (0.12) 0.106 (4.93) −0.087 ( −0.99)
Sigma squared 0.04 0.012 0.038 0.011
R squared 0.495 0.5 0.427 0.042
Log L 117.587 471.187 127.135 478.612
LM spatial lag 102.649 4.419 86.81 1.136
LM spatial error 72.267 2.074 66.45 1.165
Robust LM spatial lag 30.874 6.59 20.934 0
Robust LM spatial 

error
0.492 4.245 0.575 0.029
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Table 8  Robustness check: the use of other weight matrices and independent variable calculated using 
the ecological approach

t values in parentheses. *, ** and *** show significance level at 10%, 5% and 1%, respectively

(1) (2) (3)
Spatial and time-
period fixed effects, 
n = 1

Spatial and time-
period fixed effects, 
n = 1

Spatial and time-
period fixed effects, 
n = 1

Weight matrix 3-NN 5-NN 4-NN
Dependent variable NFFPC (LMA) NFFPC (LMA) NFFPC (ECO)
Direct effect Log(WeightedDist_n) −0.074 ( −1.888)* −0.073 ( −1.847)* −0.066 ( −1.662)*
Indirect effect 

Log(WeightedDist_n)
0.084 (1.021) 0.131 (1.306) 0.104 (1.245)

Total effect Log(WeightedDist_n) 0.01 (0.114) 0.057 (0.535) 0.038 (0.416)
Direct effect Log(FirmDensity) 0.032 (0.23) 0.081 (0.587) −0.914 ( −6.639)***
Indirect effect Log(FirmDensity) −0.152 ( −0.607) −0.228 ( −0.702) −0.184 ( −0.721)
Total effect Log(FirmDensity) −0.12 ( −0.471) −0.146 ( −0.45) −1.098 ( −4.3)
Direct effect Log(EstSize) −0.043 ( −0.42) −0.045 ( −0.421) −0.033 ( −0.332)
Indirect effect Log(EstSize) −0.219 ( −0.901) 0.301 (1.077) −0.256 ( −1.071)
Total effect Log(EstSize) −0.263 ( −0.965) 0.256 (0.816) −0.288 ( −1.085)
Direct effect Log(UnempRate) 0.075 (1.486)* 0.057 (1.185) 0.088 (1.624)*
Indirect effect Log(UnempRate) −0.047 ( −0.584) 0.014 (0.166) −0.062 ( −0.76)
Total effect Log(UnempRate) 0.028 (0.433) 0.071 (0.912) 0.025 (0.388)
Direct effect Log(HumanCap) 0.032 (0.148) 0.008 (0.036) −0.054 ( −0.257)
Indirect effect Log(HumanCap) 0.564 (1.262) 0.371 (0.684) 0.619 (1.363)
Total effect Log(HumanCap) 0.596 (1.243) 0.379 (0.64) 0.564 (1.134)
Direct effect Log(SpecIndex) 0.018 (0.481) 0.029 (0.749) 0.012 (0.315)
Indirect effect Log(SpecIndex) 0.201 (2.389)*** 0.193 (1.723)* 0.206 (2.418)***
Total effect Log(SpecIndex) 0.219 (2.437) 0.222 (1.83) 0.218 (2.395)
Direct effect Log(TheilIndex) −0.776 ( −2.871)*** −0.653 ( −2.411)*** −0.771 ( −2.845)***
Indirect effect Log(TheilIndex) 0.326 (0.548) 0.912 (1.261) 0.314 (0.512)
Total effect Log(TheilIndex) −0.45 ( −0.678) 0.259 (0.323) −0.457 ( −0.686)
Direct effect Log(lncomeGrowth) −0.064 ( −1.846)* −0.052 ( −1.466)* −0.065 ( −1.833)*
Indirect effect Log(lncomeGrowth) 0.052 (0.798) 0.092 (1.107) 0.054 (0.792)
Total effect Log(lncomeGrowth) −0.011 ( −0.17) 0.041 (0.471) −0.011 ( −0.152)
Direct effect ChangeHP 0.001 (2.019)*** 0.001 (2.156)*** 0.001 (2.168)***
Indirect effect ChangeHP 0.001 (1.139) 0.001 (0.819) 0.001 (1.173)
Total effect ChangeHP 0.002 (2.363) 0.002 (1.891) 0.002 (2.49)
Direct effect 

Log(ImmigrantsShare)
0.093 (0.89) 0.11 (1.093) 0.085 (0.787)

Indirect effect 
Log(ImmigrantsShare)

−0.657 ( −3.894)*** −0.448 ( −2.272)*** −0.623 ( −3.448)***

Total effect Log(ImmigrantsShare) −0.564 ( −3.51) −0.338 ( −1.721) −0.539 ( −3.32)
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