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Abstract The development of exploratory spatial data analysis methods is an active
research domain in the field of geographic information science (GIS). At the same
time, the coupled space-time attributes of economic phenomena are difficult to be
represented and examined. Both GIS and economic geography are faced with the
challenges of dealing with the temporal dynamics of geographic processes and spatial
dynamics of economic development across scales and dimensions. This paper thus sug-
gests a novel way to generalize the characteristics and the structure of space-time data
sets, using regional economic data as the example. Accordingly, a reasonable number
of general questions (data analysis tasks) can be abstracted. Then, tools (methods)
may be suggested on that basis. The cross-fertilization between exploratory spatial
data analysis (ESDA) and spatial economics is also identified and illustrated by the
capabilities of these components, which have uncovered some interesting patterns and
trends in the spatial income data of China and the United States. Through exploratory
analysis of economic data, the detection of rich details of underlying geographical and
temporal processes would be the first step toward such cross-fertilization. In addition,
this exploratory analytical framework can be applied to other data sets that are also
measured for areal units at multiple points in time.
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1 Introduction

The role of temporal GIS in data analysis is aptly explained by Wachowicz and Healey
(1994) who argue that, “by producing a lineage of data to track the historical infor-
mation associated with real-world phenomena, temporal GIS will provide analytical
tools for the recognition of patterns of change through time as well as the prediction of
future changes, by implementing dynamic simulations.” Hence, the application of GIS
to the domain of changing phenomena such as ecosystem dynamics, oceanic process,
and economic growth seems to have a promising future. GIS and economic geography,
however, are faced with the challenges of dealing with the temporal dynamics of geo-
graphic processes and spatial dynamics of economic development across scales and
dimensions. The coupled space-time attributes of economic phenomena are difficult
to be represented and examined under a single umbrella that integrates space, time,
and attributes. Despite some initial advances, the technical and conceptual difficulties
of temporal GIS still require a large amount of attention (Peuquet 2002; Goodchild
2008; Goodchild and Janelle 2010). As Goodchild et al. (2007) argue, “a simpler set
of building blocks for geographic representation would give better support for the
scientific investigation and management of the surface and near-surface of the Earth,
including its description, representation, analysis, visualization, and simulation.” The
design of these building blocks can dramatically reduce the difficulty of representing
the complex geographic world.

This paper suggests a novel exploratory approach to generalize the characteris-
tics and the structure of space-time data sets using various types of unit of analysis
across multiple scales and dimensions. These units of analysis serve as the building
blocks, which are used to construct the space-time system representing the geographic
world. Accordingly, a reasonable number of general questions (data analysis tasks)
can be systematically abstracted for space-time data sets. Taxonomy of methods is
then suggested, and tool can be developed on that basis.

To demonstrate the potential of this idea in both methodological and theoretical
advances, regional economic data set is used as an example. The cross-fertilization
between exploratory spatial data analysis (ESDA) and spatial economics is thus identi-
fied and illustrated by the capabilities of the components of the suggested framework.
As Rey and Ye (2010) state, “in order to develop a more spatially explicit growth
theory it is first necessary to develop operational measures that capture the spatial
dynamics inherent in regional datasets.” In other words, the tool is developed (oper-
ational measures are designed) in order to better understand space-time economic
systems. Regarding “spatial dynamics inherent in regional datasets,” a global descrip-
tion of datasets is far from detecting the multilevel dependence and heterogeneity
embedded in the system. Hence, this framework aims to contribute to temporal GIS
by revealing and quantifying hidden space-time dynamics at finer levels of scales
and dimensions. In addition, this paper argues that ESDA will remain as a technique
instead of a solution to pressing economic development issues without the cross-
fertilization between ESDA and spatial economics. The choice of appropriate tools
(methods) should be jointly decided by ESDA procedures (Andrienko and Andrienko
2006 call it “understanding”) and domain-specific knowledge related to economic
growth.
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This paper is organized as follows. The next section gives a literature review of
ESDA for spatial economics. The third section explores the nature of space-time eco-
nomic data set. It includes a framework for generating research questions based on
12 units of analysis. The fourth section includes taxonomy of methods which will
address the corresponding research questions. This is followed by an illustration of
some analytical methods. This paper closes with some final points. The purpose of this
paper is to build a framework to conduct exploratory space-time analysis of economic
data, which is viewed as an initial step toward the goal of spatially explicit growth
theory.

2 Literature review

It is the research question, not the methodology that should drive the design of scien-
tific studies. Most of empirical studies are motivated by certain well-defined research
questions. Then, the researcher chooses the appropriate analytical methods while also
obtaining the data needed for application of the methods. Only at the end of the pro-
cess does the analyst interpret and evaluate the results. However, traditional research
methods tend not to be very useful in revealing space-time patterns in new, large, and
complicated space-time data set. As pointed out by Goodchild and Glennon (2008),
spatial pattern is associated with time-dependent aspects, and the processes that trans-
form and modify spatial structure should also be investigated in order to understand
geographic dynamics which is represented by space-time data sets. Hence, the analyst
has to get acquainted with the data before formulating novel questions. As such, the
procedure of “getting acquainted with data” is the basis of exploratory data analysis
(EDA) (Andrienko and Andrienko 2006).

EDA is a philosophy of conducting data analysis, which originates from Tukey’s
seminal work (Tukey 1977). As argued by Tukey, EDA is to analyze data for the pur-
pose of interactively formulating hypotheses instead of testing hypotheses. Under the
framework of EDA, exploratory spatial data analysis (ESDA) is defined to be “detect-
ing spatial patterns in data, formulating hypotheses based on the geography of the
data, assessing spatial models” (Haining and Wise 1997). Le Gallo and Ertur (2003)
consider it as “a set of techniques aimed at describing and visualizing spatial distri-
butions, at identifying atypical localizations or spatial outliers, at detecting patterns
of spatial association, clusters or hot spots, and at suggesting spatial regimes or other
forms of spatial heterogeneity.” Abundant evidence has illustrated that the effects of
spatial dependence and heterogeneity tend to be the rule rather than the exception (Rey
and Ye 2010). ESDA can reveal complex spatial phenomenon not identified otherwise
(Anselin 1993), and it forms the basis for formulating novel research questions. The
development of new methods of ESDA has stimulated a number of research efforts
(Anselin and Getis 1992; Getis et al. 2004; Rey and Anselin 2006; Ye and Carroll
2011).

At the same time, there is increasing awareness of the importance of space in
the studies of economic convergence and inequality (Rey and Ye 2010). Goodchild
and Janelle (2010) summarize spatial turns in the sciences and social sciences, argu-
ing the importance of the integration of geographically referenced information into
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conceptual frameworks and applied uses in these domains. However, recent work
in economic geography has also been criticized for failing to deal with the major
problems of economic development and inequality, as well as for including fuzzy
concepts, using shaky evidence, and generating findings that are irrelevant to policy
formulation (Hamnett 2003). The existing economic and regional growth theories do
not fully account for the rich details of spatial patterns encountered in empirical work
(Fingleton 2004). In addition, it is not surprising that geography (such as spatial auto-
correlation) matters in different economic systems. However, it is more interesting to
what extent that geography matters in a comparative context. Hence, Bode and Rey
(2006) call for “further research on integrating space into formal theoretical models
of growth and convergence as well as on developing the next generation of analytical
methods needed to implement those models.” Furthermore, they maintain that these
are “the preconditions for reliable policy recommendations, one of the primary goals
of economic research” (Bode and Rey 2006). The treatment of space and time in the
analysis of economic growth has only recently begun to receive attention (Rey and
Janikas 2005; Ye and Carroll 2011). Moreover, the findings of economic growth are
usually mixed and sometimes conflicting for a same economic system, because eco-
nomic development is a multi-dimensional and multi-scale phenomenon (Ye and Wei
2005).

In spatial economic data, region is used to record both spatial and non-spatial attri-
butes. The region has served as a useful unit of observation to test those competing
economic growth theories as well as a host of regional economic hypothesis (Quigley
2001). The increased globalization of the world’s economic, social, and political realms
has increased interest further in the study of regional phenomena. The debate on the
trajectories and mechanisms of regional development has focused on the scope and
consequences of regional policies, as well as the extent and sources of regional inequal-
ity (Sidaway and Simon 1990; Fan and Casetti 1994; Ye and Wei 2005; Wei and Ye
2009). It is reflected in numerous empirical studies of specific nations and continents
(Wei and Ye 2004; Rey and Janikas 2005). Such studies provide evidence concerning
the convergence or divergence of regional economies, which help to plan and evaluate
the regional policies.

Quah (1993) argues that traditional empirical strategies might be misleading
because of the arbitrary assumptions about the dynamics as a whole. Distribution
dynamics refer to the difference among the overall shape characteristics of the regional
income distribution and the evolution of these characteristics over time, as well as the
amount of internal mixing or rank mobility taking place within these same distribu-
tions. Quah (1996b) comments that the distribution dynamics empirics will lead to
new theories on economic growth.

In response, a number of EDA techniques have been applied to regional income dis-
tributions. Using Markov chain techniques, Quah documents the degree to which this
instability characterizes the data. Markov chains have been applied to study steady-
state trends (Magrini 1999), modality (Quah 1996b), and rank mobility (Hammond
and Thompson 2002). Stochastic kernels are considered as extensions of the Mar-
kov chain to a continuous field. Bianchi (1997) employs Markov chain approach in
the analysis of modality, and its application in the internal mixing is carried out by
Tsionas (2000). Although the empirics of distribution dynamics have been used both
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descriptively and inferentially, these methods have ignored the physical locations and
geographical distributions of attributes, which can matter more than traditional mac-
roeconomic factors (Quah 1996a). Some recent works point out that the dominant
focus in the empirical literature on shape regularities may mask some interesting pat-
terns that are internal to those distributions (Overman and Ioannides 2001; Ioannides
and Overman 2004). Hence, underlying geographical and temporal processes may be
ignored (Rey and Ye 2010).

To understand the role of geography in economic phenomena, many novel meth-
ods of spatial data analysis and visualization are becoming increasingly valuable in
analyzing the location of economic activities and the allocation of scarce resources
over space (Church 2002; Getis et al. 2004; Anselin et al. 2006). Based on a critical
review of empirical approaches and methodological advances in spatial econometrics
and spatial statistics, Rey and Janikas (2005) highlight the important roles of spatial
dependence, spatial heterogeneity, and spatial scale in the analysis of regional income
distribution dynamics. Rey (2001, 2004) and Rey and Ye (2010) suggest a series of
spatial empirics for distributional dynamics. Applying GIS analysis and computational
geometry approaches to summarize spatial patterns of distributional dynamics has just
begun to attract attention (Rey and Anselin 2007; Rey and Ye 2008; Ye and Carroll
2011).

It is clear that a space-time perspective has become increasingly relevant to our
understanding of economic development, and novel methods are needed to truly inte-
grate space and time (Rey and Ye 2010). Space-time methods can be created by either
incorporating spatial dependence into the evolution of regional income distributions
or extending static spatial associations to a dynamic context. Hence, it is valuable to
have a framework to fully explore the interactions among space, time, and economic
attributes across scales on one hand and to generate a systematic group of research
questions that can guide the design of ESDA on the other hand.

In many disciplines, researchers are asked to compare and contrast two things, such
as two theories, two temporal trends, two spatial processes, and so on. When one or two
space-time income data sets are presented, it is interesting to detect crucial differences
or surprising commonalities between two regions or across two groups of regions,
which can be refined to generate many important research questions. These research
interests span a variety of disciplines that include any domains concerned with change
in geographic space (Goodchild and Glennon 2008). Faced with a daunting list of
differences and similarities, it is necessary to design research questions more logi-
cally and comprehensively. However, existing exploratory approaches to space-time
analysis, from data mining to visualization, are limited to building a framework to
generate research questions for one space-time data set, let alone two data sets (Rey
and Ye 2010).

Despite a very rich empirical literature on regional convergence and income distri-
bution dynamics, comparative analysis of income distribution dynamics and the role of
space in the dynamic context are relatively few (Rey and Janikas 2005; Janikas 2007).
Researchers and policy makers will gain better understanding of different economic
development mechanisms and policy implementation schemes through comparative
analysis. Additionally, economic development is a multi-scale phenomenon, because
distributional characteristics at one scale might impact the distribution at another scale
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(Rey and Janikas 2005). Moreover, applications of comparative analysis among one
economic system and across different economic systems are currently lacking an
inferential basis (Rey and Ye 2010).

3 A framework of research questions
3.1 Unit of analysis

Methods developed in the mainstream social science disciplines have been applied
with little attention paid to the potential challenges posed by spatial autocorrelation,
let alone the spatial effects over time at multiple scales. Though rich conceptual frame-
works have highlighted the spatial dynamics and unevenness of income distribution
processes, the gap has been widening between the empirical studies and economic
growth models. Many implementations of growth theories in estimable econometric
specifications do not appropriately treat dynamic spatial effects in the data (Rey and
Janikas 2005). Hence, the most crucial step is to systematically understand the data
before testing hypotheses. It is worth noticing that data are also collected based on our
understanding of the systems including hypotheses. However, the definitions of the
unit of analysis and the unit of observation should be distinguished before the structure
of the space-time data set can be characterized.

The unit of analysis is the major entity that is being analyzed in the research, while
the unit of observation is the basic entity that the data are reported upon. The unit of
analysis is the “what” that is being studied, which is designed by the researcher. How-
ever, the unit of observation is decided by the way how the data set was collected, which
cannot be fully controlled by the researcher. In most studies, the difference between
the unit of analysis and the unit of observation is not emphasized. Although this has
been an issue for some time, it is important to recognize the difference between the unit
of analysis and the unit of observation in the framework for comparative space-time
analysis. The main reason is that the unit of analysis involves the issues of scales and
aggregation of data, which are very useful for designing data analysis tasks. Census
data, for instance, serve as the unit of observation for many socioeconomic studies.
Census data may be aggregated into census enumeration districts (block, block group,
census tract, place, county, MSA, State, and so on), by postcode areas (Zip Code Tab-
ulation areas), with considerable difficulty into other geographic subdivisions such as
police beats or flood zones.

Various spatial partition schemes lead to different types of unit of analysis, which
in turn generate different perspectives of looking at the same data. Hence, it is valuable
to consider all possible spatial perspectives before formulating research questions. At
the same time, it is worth noticing that all possible temporal configurations should
be considered. Monthly unemployment counts (the unit of observation), for instance,
can be aggregated into quarterly or yearly periods. Many types of units of analysis
can be generated when both spatial and temporal partition schemes are considered.
Unemployment issues, for instance, can be analyzed at the county level using monthly
counts, or at the state level using yearly counts, or at the level of any other spatial
partition with any other temporal partition.
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Andrienko and Andrienko (2006)’s diagram (Fig. 1) represents a common view of
space-time data set in the current ESDA literature. Characteristic and referential com-
ponents of data are distinguished: the former (Attribute) reflects measurements while
the latter (Referrer) specifies where and/or when the measurements are recorded. For
example, median household income in San Diego County was $61,724 in 2007. Both
San Diego County (space) and 2007 (time) serve as the context (rl) for the income
of $61,724 (al). However, the assumption here is that characteristic/referential ele-
ments are independent from each other. In other words, the relationships (structures)
among the referrers/attributes are not considered in Fig. 1. According to Waldo Tobler,
“everything is related to everything else, but near things are more related than distant
things” (Tobler 1970). Besides space, things near in time or near in statistical distri-
bution should also be more related than distant things. Hence, the interdependence
among the referrers/attributes should be the rule instead of the exception, as shown by
the dotted segments in Fig. 2. Ignoring these relationships leads to overlooking many
possible interactions and dependence among space, time, and attributes.
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Fig. 3 A general view of space-time data

3.2 Dimensions and scales

To reveal these relationships, the distributions of space, time, and attributes should be
treated as the context in which a measurement is made (Fig. 3), instead of specifying
a single space and/or time as the context. The “distribution” of space (the dimension
of space) refers to the spatial distribution of attributes while the “distribution” of attri-
butes (the dimension of statistical distribution) implies the arrangement of attributes
showing their observed or theoretical frequency of occurrence. In addition, the “dis-
tribution” of time (the dimension of time) signifies the temporal trend of attributes.
As revealed by Fig. 4, California’s per capita income in 1970 can be mapped to a
place in the spatial distribution (the top right view), to a time point in the temporal
trend (the bottom left view), and to a location in the statistical distribution (the top
left view). Arizona’s per capita income can also be viewed in these three dimensions.
It is worth noticing that though these two incomes in 1970 were located in the two
neighboring states (spatial relationship), their locations in the statistical distribution
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‘ane per 1970

Fig. 4 Spatial distribution, temporal trend, and statistical distribution of incomes in the United States

were not close at all. From the temporal perspective, the income of California in 1970
was at a time point during the era of economic decay (the bottom left view in Fig. 4)
while Arizona reported great economic growth in the same year (the bottom right view
in Fig. 4). These similarities and differences cannot be detected if the distributions do
not serve as the context for these two incomes. A list of data analysis tasks can then be
generated through summarizing these phenomena. In other words, if the relationships
among referrers/attributes (the dotted segments in Fig. 2) are ignored, many interesting
research questions cannot be developed.

Besides the dimensions, it is also important to recognize the issue of scales. Four
scales are taken into consideration. The unit of analysis at the individual scale sig-
nifies the geographical location of an attribute (A1, Table 1), the temporal label of
an attribute (A5, Table 1), or the rank of an attribute (A9, Table 1). In other words,
individual-scale unit of analysis does not take into accounts any relationship among
observations. The unit of analysis at the local scale explores a group of units which is
formed by the focal observation and its neighboring observations in one of these three
dimensions. A focal state and its neighboring states, for example, can be considered
as a unit of analysis from the perspective of the spatial dimension (distribution) at the
local scale (A2, Table 1). A focal year, the previous year, and the following year can
be considered as a unit of analysis from the perspective of the temporal dimension at
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Table 1 Examples for unit of analysis

Levels
Individual Local Meso Global
Distributions ~ Spatial California (A1) California and Spatial Spatial
its neighboring distribution of distribution of
states (A2) rich states all the states
(A3) that belong to
the first
income
quartile (A4)
Temporal 1988 (AS) 1987, 1988 and the 1980s (A7) 1978-1998 (the
1989 (A6) study period)
(A)
Statistical No. 3 income No. 2, 3, and 4 The first income  Statistical
(A9) incomes (A10) quartile (A11) distribution of

all the state
incomes (A12)

the local scale (A6, Table 1). A focal rank and the two immediate higher/lower ranks
can be considered as a unit of analysis from the perspective of the statistical dimen-
sion (distribution) at the local scale (A10, Table 1). Researchers have the flexibility
to define which observations are neighbors to a focal observation in spatial, temporal,
or statistical distribution. For example, various types of spatial weight matrix can be
used to define the neighboring spatial units of a focal observation.

Both local and meso scales deal with a subgroup of observations. A meso-scale
analysis studies a group of entities which shares similar feature(s) in spatial, tempo-
ral, or statistical distributions. In other words, the local-scale analysis differs from
the meso-scale analysis in the way how a subset of space-time data is retrieved for
analysis. The former emphasizes that the rest of the subset are “near things” to the
focal element while the latter does not have a focal element in the subset. In addition,
the latter usually has a larger subset (larger in space and lengthier in time) as the unit
of analysis than the former does. The spatial distribution of rich states, for example,
can be considered as a unit of analysis from the perspective of the spatial dimension
(distribution) at the meso scale (A3, Table 1). All the years since a policy was imple-
mented can be considered as a unit of analysis from the perspective of the temporal
dimension at the meso scale (A7, Table 1). An income quartile can be considered as a
unit of analysis from the perspective of statistical dimension (distribution) at the meso
scale (Al1, Table 1). As illustrated by the above three examples, meso scale can be
treated as a scale between local and global scales from the perspective of the size of
observations.

The analysis at the global scale examines the distributions of all the regions, times,
or attributes. Spatial distribution of all the incomes, for example, can be considered
as a unit of analysis from the perspective of the spatial dimension (distribution) at the
global scale (A4, Table 1); all the years can be considered as a unit of analysis based
on the temporal dimension at the global scale because the research of the space-time
dynamics is very sensitive to the selected starting and ending years (A8, Table 1); the

@ Springer



A framework for exploratory space-time analysis of economic data 325

Table 2 Spatial-temporal task Temporal

Individual Local Meso Global

Spatial Individual Al 4+ A5 Al4+A6 Al+A7 Al+ A8
Local A2+ A5 A2+A6 Al+A7 A2+ A8
Meso A3+ A5 A3+A6 A3+ A7 A3+ A8
Global Ad+AS A4+A6 A4+ AT A4+ A8

Table 3 Statistical-temporal

task Temporal

Individual Local Meso Global

Statistical Individual A9 + A5 A9+ A6 A9+ A7 A9+ A8
Local Al10+ A5 A10+ A6 A10+ A7 A10+ A8
Meso All + A5 All + A6 All + A7 All + A8
Global Al2 4+ A5 Al2+ A6 Al2+ A7 Al2 + A8

Table 4 Statistical-spatial task Spatial

Individual Local Meso Global

Statistical Individual A9 + Al A9+ A2 A9+ A3 A9+ A4
Local Al10+ Al A10+ A2 A10+ A3 Al0+ A4
Meso All + Al All + A2 All + A3 All + A4
Global Al12 + Al A12+ A2 Al12+ A3 Al2 + A4

statistical distribution of all the incomes can be considered as a unit of analysis based
on statistical dimension (distribution) at the global scale (A12, Table 1). Limiting
attention to only one of these dimensions or scales may result in a misguided or partial
understanding of the economic growth dynamics.

Thus, 12 basic units of analysis can be conceptualized through combining three
dimensions and four scales (Table 1). This view of a space-time data set helps to
describe patterns of economic activities such as geographical spillover occurring across
scales, which may be more significant than traditional macroeconomic factors (Quah
1996a). By identifying the unit of analysis, a general task typology can build on top
of Table 1. Three conceptual tables involve various possible research questions based
on the combination of these 12 units of analysis (Tables 2, 3, and 4). Hence, such a
framework has a significant appeal for exploratory data analysis because it generates a
comprehensive list of research questions. During the course of analysis, as something
interesting to researchers is detected in the data, new research questions arise, causing
specific regions or relationships to be scrutinized in more detail. It is worth pointing
out that such a list of examples in Tables 5, 6, and 7 includes a limited number of data
analysis task that can be formulated according to Tables 2, 3, and 4. A set of com-
parative analysis questions can then be built on these examples (Tables 8, 9, and 10).
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Table 5 Examples of spatial-temporal task

Temporal

Individual

Local

Meso

Global

Statistical Individual What was

California’s
income in 1988?
(A1A5)

‘What was the
income of
California and
its neighboring
states in 1988?
(A2A5)

Where were the
five richest
states located in

Was California’s
income in 1988
different from
1987 and from
19897 (A1A6)

Was California
characterized by
steady growth in
the 1980s?
(A1A7)

‘Was the income of Were California

California and
its neighboring
states in 1988
different from
1987 and from
19897 (A2A6)

Was the spatial
distribution of
the five richest

and its
neighboring
states
characterized by
steady growth in
the 1980s?
(A1A7)

Was the spatial
distribution of
the five richest

What was the
trend of
California’s
economic
growth during
the study period
(1978-1998)?
(A1A8)

Were California
and its
neighboring
states
characterized by
steady growth
during the study
period
(1978-1998)?
(A2A8)

Was the spatial
distribution of
the five richest

1988? (A3AS) states in 1988 states stable in states stable
different from the 1980s? during the study
1987 and from (A3A7) period
1989? (A3A6) (1978-1998)?
(A3A8)

Global Were incomes in ~ Were temporal Were temporal Were temporal
the United dynamics of dynamics of dynamics of
States clustered incomes in the incomes in the incomes in the
in 19887 United States United States United States
(A4A5) clustered from clustered during clustered during

1987 to 1989? the 1980s? the study period
(A4A6) (A4AT) (1978-1998)?

(A4A8)

In these examples, income signifies per capita income at the state (province) level
while rank implies a state (province)’s ranking of per capita income in the nation. The
era of the 1980s is an important period of new economic policies for both the United
States and China, so it is considered a meso-scale temporal unit.

The units of analysis suggested here use regional economic data sets as the example.
However, it can be extended to other categories of space-time data sets by modify-
ing the terms. For instance, the states in Fig. 4 can be replaced with the polygons
which represent neighborhoods in a city. The dimensions and scales can thus be used
to explore space-time dynamics of socioeconomic indicators within an urban area.
Similar to what Fig. 4 reveals, a neighborhood’s homicide rate, for example, can be
viewed in three different contexts: space, time, and attribute (Ye and Wu 2011). Crim-
inologists can use the suggested 12 basic units of analysis to investigate scales and
dimensions of homicide rate at the neighborhood level.
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Table 6 Examples of temporal-statistical task

Temporal
Individual Local Meso Global
Statistical Individual Which state was Was the same How many How many

Local

Meso

Global

ranked No. 3 in
19887 (A9AS)

Which three states
were ranked No.
2,3,and 4 in
19887 (A10A5)

Which states were
in the first
income quartile
in 1988?
(A11A5)

What was the
skewness of the
U.S.” income
distribution in
19887 (A12A5)

state ranked No.
3 from 1987 to
19897 (A9A6)

Were the same
three states rank
No. 2, 3, and 4
from 1987 to
19897 (A10A6)

‘Were the same
three states in
the first income
quartile from
1987 to 1989?
(A11A6)

Was the shape of
the U.S.” income
distribution
stable from 1987
to 19897
(A12A6)

different states
were ranked No.
3 during the
1980s? (A9AT)

How many
different states
were ranked No.
2,3,and 4
during the
1980s? (A10A7)

How many
different states
were in the first
income quartile
during the
1980s? (A11A7)

How did the
modality of the
U.S.” income
distribution
change in the
1980s? (A12A7)

different states
were ranked No.
3 during the
study period
(1978-1998)?
(A9AB)

How many
different states
were ranked No.
2,3,and 4
during the study
period
(1978-1998)?
(A10A8)

How many
different states
were in the first
income quartile
during the study
period
(1978-1998)?
(A11A8)

How did the
modality of the
U.S.” income
distribution
change in the
study period
(1978-1998)?
(A12A8)

This framework can also be incorporated into cellular automata modeling of land

use change, where spatial dimensions across scales can be used specifically to test
various scenarios in constructing the rules of forming neighborhoods, and tempo-
ral dimension across scales would be well conceptualized as the life cycle of land
use change. In addition, the attributes can be used as the threshold for development
at different stages (statistical distribution at various scales). Hence, cellular automata
transition rules can be systematically explored, which is an important task in modeling
complexity (Ye et al. 2005).

4 Taxonomy of methods
4.1 Taxonomy

The previous section presents a general framework for pattern discovery and hypoth-
esis exploration in space-time data sets. This framework allows the behavior of a
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Table 7 Examples of spatial-statistical task

Temporal
Individual Local Meso Global
Statistical Individual Has California Have California How many coastal What was the
been ranked No. and its states have been spatial
3?7 (A9A1) neighboring ranked No. 3? distribution of
states been (A9A3) the states that
ranked No. 3? have been
(A9A2) ranked No. 3?
(A9A4)
Local Has California Have California Has any coastal What was the
been ranked No. and its state been spatial
2,3, o0r4? neighboring ranked No. 2, 3, distribution of
(A10A1) states been or 4?7 (A10A3) the states that
ranked No. 2, 3, have been
or 4? (A10A2) ranked No. 2, 3,
or 4?7 (A10A4)
Meso Has California Have California Has any state in Was the spatial
always been in and its the first income distribution of
the first income neighboring quartile not the states in the
quartile? states always located in the first income
(A11A1) been in the first coastal area? quartile stable
income quartile?  (A11A3) over time?
(A11A2) (A11A4)
Global Which ranks has~ Which ranks have ~ Which ranks have ~ What was the
California California and the coastal states  spatial
experienced? its neighboring experienced? distribution of
(A12A1) states (A12A3) ranks? (A12A4)
experienced?
(A12A2)

dynamic system to be reconstructed from a group of units of analysis. The key aspect
of the work is to integrate the three dimensions of a space-time data set in a four-scale
environment.

Spatial data analysis, temporal data analysis, and probability distribution analysis
are three fundamental analytical methods for space-time data set. Taxonomy of meth-
ods can then be built by combining any two methods at any two scales, which aims to
address the tasks raised by the framework of research task. This section tries to extend
the generality attained to the consideration of the methods for space-time tasks, using
income data as the example (Table 11). It is worth noticing that this section does not
cover all the types of potential research task because the objective of this research is
to suggest taxonomy instead of discussing every analytical method in detail.

The concept of exploratory data analysis is strongly associated with visualization
because graphical presentation enables the analyst to open-mindedly explore the struc-
ture of the data set and gain some new insights. According to Shneiderman (1996),
exploratory data analysis can be generalized as a three-step process: “overview first,
zoom and filter and then details-on-demand.” In the first step, an analyst must obtain
an overview of the entire data set, which is referred to as global-scale methods. In
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Table 8 Examples of comparative spatial-temporal task

Temporal

Individual Local Meso Global

Spatial Individual Was California’s ~ Compared to New Compared to New Did California

income higher
than New York
in 1988?
(A1AS)

York, was
California’s
income in 1988
more different
from 1987 and
from 1989?
(A1A6)

Was the income of Compared to New

California and
its neighboring
states higher
than New York
and its
neighboring
states in 1988?
(A2A5)

Compared to the
five richest
provinces in
China, were the
five richest
states in the
United States.
more clustered
in 1988?
(A3A5)

Compared to
China, were
incomes in the
United States
more clustered
in 1988?
(A4A5)

York and its
neighboring
states, was the
income of
California an its
neighboring
states more
different from
1987 and from
19897 (A2A6)

Compared to the

five richest
provinces in
China, was the
spatial
distribution of
the five richest
states in the
United States
more stable in
1987, 1988, and
19897 (A3A6)

Compared to

China, were
temporal
dynamics of
incomes in the
United States
more clustered

from 1987 to 1989?

(A4A6)

York, was
California
characterized by
more steady
growth in the
1980s? (A1A7)

Compared to New

York and its
neighboring
states, did the
income of
California and
its neighboring
states grow
faster in the
1980s? (A1A7)

Compared to the

five richest
provinces in
China, was the
spatial
distribution of
the five richest
states in the
United States
more stable in
the 1980s?
(A3A7)

Compared to

China, were
temporal
dynamics of
incomes in the
United States
more clustered
during the
1980s? (A4A7)

grow faster than
New York
during the study
period
(1978-1998)?
(A1A8)

Compared to New

York and its
neighboring
states, did the
income of
California and
its neighboring
states grow
faster in the
study period
(1978-1998)?
(A2A8)

Compared to the

five richest
provinces in
China, was the
spatial
distribution of
the five richest
states in the
United States
more stable
during the study
period
(1978-1998)?
(A3A8)

Compared to

China, were
temporal
dynamics of
incomes in the
United States
more clustered
during the study
period
(1978-1998)?
(A4A8)

the second step, the analyst zooms in on the items of interest, which is referred as
meso-scale methods. At the third stage, the analyst selects an item and/or its vicinity
for examination of more details, which is referred as local-scale or individual-scale
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Table 9 Examples of comparative temporal-statistical task

Temporal

Individual

Local

Meso

Global

Statistical Individual What was the

difference
between the No.
3 income and the
No. 4 income in
19887 (A9AS)

‘What was the
difference
between two
income groups
(the No. 2, 3,4
and No. 5, 6, 7)
in 1988?
(A10AS)

What was the
difference
between the first
income quartile
and the second
income quartile
in 1988?
(A11A5)

Was the U.S.’
regional income
distribution
more skewed
than that of
China in 1988?
(A12A5)

Was the difference
between the No.
3 income and
the No. 4
income stable
from 1987 to
19897 (A9A6)

‘Was the difference
between two
income groups
(the No. 2, 3,4
and No. 5, 6, 7)
stable from 1987
to 1989?
(A10A6)

‘Was the difference
between the first
income quartile
and the second
income quartile
stable from 1987
to 1989?
(A11A6)

Was the skewness
of the U.S.”
regional income
distribution
stable than that
of China from
1987 to 1989?
(A12A6)

Was the difference
between the No.
3 income and the
No. 4 income
stable during the
1980s? (A9A7)

Was the difference
between two
income groups
(the No. 2, 3,4
and No. 5, 6, 7)
stable during the
1980s? (A10A7)

Was the difference
between the first
income quartile
and the second
income quartile
stable during the
1980s? (A11A7)

Was the skewness
of the U.S.’
regional income
distribution
stable than that
of China in the
1980s? (A12A7)

Was the difference
between the No.
3 income and the
No. 4 income
stable during the
study period
(1978-1998)?
(A9A8)

Was the difference
between two
income groups
(the No. 2, 3,4
and No. 5, 6, 7)
stable during the
study period
(1978-1998)?
(A10A8)

Was the difference
between the first
income quartile
and the second
income quartile
stable during the
study period
(1978-1998)?
(A11A8)

Was the skewness
of the U.S.”
regional income
distribution
stable than that
of China during
the study period
(1978-1998)?
(A12A8)

methods. Itis worth noticing that this process is iterative, and the analyst can frequently
return to the previous steps.

4.2 Illustrations

In the rest of this section, some methods are highlighted drawing on examples from
income distribution studies in China and the United States. As Rey and Janikas (2006)
state, “explore patterns through various interfaces and the views are dynamically inte-
grated with one another, giving rise to the second meaning of dynamic spatial data
analysis (the first meaning is incorporating time to spatial data analysis).” The scales
and dimensions suggested in this framework enrich the formats of interfaces and
views. At the global scale, the network approach visualizes the covariance matrix of
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Table 10 Examples of comparative spatial-statistical task

Spatial

Individual

Local

Meso

Global

Statistical Individual Has California

been more
frequently
ranked No. 3
than any other
state? (A9A1)

Has California
been more
frequently
ranked No. 2, 3,
and 4 than any
other state?
(A10A1)

Has California
been more
frequently in the
first income
quartile than the
second quartile?
(A11A1)

Compared to New
York, has
California
experienced
more different
types of ranks?
(A12A1)

Compared to New
York and its
neighboring
states, have
California and
its neighboring
states been more
frequently
ranked No. 3?
(A9A2)

Compared to New
York and its
neighboring
states, have
California and
its neighboring
states been more
frequently
ranked No. 2, 3,
and 4?7 (A10A2)

Have California
and its
neighboring
states been more
frequently in the
first income
quartile than the
second quartile?
(A11A2)

Compared to New
York and its
neighboring
states, have
California and
its neighboring
states
experienced
more different
types of ranks?
(A12A2)

Compared to the
inland states,
have the coastal
states been more
frequently
ranked No. 3?
(A9A3)

Compared to the
inland states,
have the coastal
states been more
frequently
ranked No. 2, 3,
and 4?7 (A10A3)

Have the coastal
states been more
frequently in the
first income
quartile than the
second quartile?
(A11A3)

Compared to the
inland states,
have the coastal
states
experienced
more different
types of ranks?
(A12A3)

Was the states that
have been
ranked No. 3
more clustered
than those
ranked No. 4?
(A9A4)

Were the states
that have been
ranked No. 2, 3,
and 4 more
clustered than
those ranked
No. 5, 6, and 7?
(A10A4)

Was the spatial
distribution of
the first income
quartile more
clustered than
the second
quartile?
(A11A4)

Compared to
China, did the
United States
have a more
clustered spatial
distribution of
ranks? (A12A4)

economic growth on a single map (Fig. 5). The covariance matrix is a matrix of covari-
ance between the dynamics of incomes of each state (province). Covariance provides a
measure of the strength of the correlation between two sets of incomes. This pairwise
temporal covariance between two sets of incomes can be represented geographically
using the network approach (Rey and Janikas 2006). The edges (covariance links)
between the centroid of each region are based on a predefined spatial weights matrix.
In Fig. 5, first-order contiguity is employed as it can be determined easily on the basis
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Table 11 Methods for spatial-temporal task

Spatial scales

One time point (individual)

Multiple time points (Local, Meso,
and Global)

Individual Analyze the geometry of a region at a Detect geometrical change of a
time point region (such as annexation);
Summarize the change trajectory of
aregion (such as economic growth
trend)
Local Summarize local spatial statistics at a Extend local spatial statistics into a
time point dynamic context; Summarize local
spatial statistics based on temporal
dynamics of incomes
Meso Summarize the spatial distribution of Detect the change of the spatial
a group of attributes at a time point distribution of a group of attributes
over time; Summarize the spatial
distribution of a group of temporal
dynamics of incomes
Global Summarize global spatial statistics at Detect the change of the spatial

a time point of a group of attributes
at a time point

distribution of all the attributes
over time; Summarize the spatial

distribution of all the temporal
dynamics of incomes

Wi

Fig. 5 Covariance networks of per capita incomes in China and the United States, 1978—1998

of states (provinces) that have shared borders. Covariance links are conditioned on the
strength of the temporal covariance between two contiguous spatial units. Two border-
ing regions are defined to be similar in the temporal dynamics (have strong temporal
linkages) if the covariance of their time series of incomes is above the national aver-
age. If two temporal dynamics of incomes are similar, there might exist some types of
interaction between the two involved economies.

Since the covariance between each pair of regions is known, the strength of tem-
poral linkages is measured for each possible region-pair. The relationships between a
focal economy and any of its surrounding economies are then divided into two groups.
Thick segments indicate strong temporal linkages while thin segments signify weak
temporal linkages (Fig. 5). This method displays the temporal dynamics of incomes
by integrating a spatial component. More specifically, this network graph identifies
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Fig. 6 The convex hulls of poor regions in China and the United States, 1978 and 1998

both similar and dissimilar economic growth trends across regions (Rey and Ye 2010).
In addition, various levels of correlation can also be visualized, which will more dis-
tinctly identify cross-sectional relationships. At the meso scale, spatial properties of a
group of regions can be summarized by characterizing the “shape” of a point set using
the convex hull (Rey et al. 2005). The centroids of these selected regions form such
a point set. The convex hull of such a point set is the smallest convex set containing
these centroids. Based on a requisite variable, a group of regions can be retrieved as
a subset of the whole space-time data set for further analysis. The study of a convex
hull based on a group of poor regions, for example, can be used to summarize the
spatial distribution of these regions. In addition, the temporal stability of this convex
hull might reveal a hidden spatial diffusion process or a spatial interaction process,
through detecting the change of the size, compactness, and location of this convex
hull. For example, the five poorest states (provinces) in terms of per capita income
are identified each year, and the convex hull can be formed based on the centroids of
these polygons (the convex hulls in 1978 and 1998 are shown in Fig. 6). Because the
five poorest states (provinces) might not be the same group of regions each year, the
convex hulls possibly change in size and location over time. The size of the convex
hull in the United States in 1978 (shown as a highlighted convex hull on the upper
right view of Fig. 6), for instance, is much smaller than what is expected if the convex
hull is formed by any five states. Hence, it indicates a significant spatial cluster of the
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Fig. 7 Spider graphs of Zhejiang Province (China) and California (the United States)

five poorest states in 1978. Change detection based on the convex hulls might reveal
the spatial association of the selected regions.

A spider graph reflects the specific temporal covariance of incomes between a region
and the rest of the regional system (Fig. 7) (Rey and Janikas 2006). This is illustrated
in the spider graphs of two regions: Zhejiang Province in China and California in
the United States. The spider graph reveals the possible economic integration of each
focal region with their respective national systems. This graph identifies the specific
regions with which they share common dynamics, as reflected in high standardized
pairwise temporal correlations. These are indicated by edges connecting each focal
region to the dynamically similar region. The links indicate strong temporal linkages,
and those regions that are also spatially contiguous to the focal region are indicated by
thicker edges. Based on the spider graph, if an economy has strong temporal linkages
with all of its spatial neighbors (display similar temporal dynamics), there might exist
very strong space-time integration for the focal economy.

At the local scale, Luc Anselin’s LISA (local indicator of spatial associa-
tion) is an indicator to examine local autocorrelation (Anselin 1995). By extend-
ing such a static view of local spatial dependence into the dynamic context, the
LISA Time-Path Plot illustrates the pair-wise movement of a focal unit’s income
value and its spatial lag (the average of the focal unit’s first-order neighbors) over
time (Rey et al. 2005). The path of observation i over time can be written as
[(yi, 1, yli, 1), (yi, 2, y1i,2), ..., (yi, T, yli, T)]. yi, t is the value of observation I
at time ¢ and yli, t is its spatial lag at time ¢. That is, at a given time ¢, each region
i can be identified with a position whose coordinates on the Moran Scatter Plot are
known. Hence, each region i has associated with it a directional path connecting all the
coordinates by temporal order (Fig. 8). Since individual aspects of the same contem-
poraneous process can be dissected by interval gaps, some geometric properties of the
time path can be summarized for each region. The LISA time path can be considered
a continuous representation of Markov transition matrices.

This multi-scale and multi-dimension framework can reveal some hidden space-
time patterns that otherwise would be very difficult to detect. Hence, this framework
is an ideal and powerful environment for exploring data that has both temporal and
spatial dimensions. An example of this can be seen in Fig. 5 where at the global level
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Fig. 9 LISA time paths in China (left) and the United States (right)

there is some evidence that the spatial dynamics of incomes are more integrated in the
United States than in China. However, this macro structure can frequently mask a great
deal of turbulence at finer scales. Figure 9 demonstrates the LISA time paths of all the
states/provinces in the United States and China, which contrasts the LISA time paths
of these two economic systems at the same scale (the x-axis refers to a province/state’s
per capita income relative to the national average, and the y-axis refers to its spatial

@ Springer



336 X. Ye, S. Rey

lag). It reveals that China has much more dispersed spatial dynamics, which might
indicate the existence and practice of various economic development models in China.
Both outliers and clusters of the LISA time paths can also be easily identified in Fig. 9.
Hence, researchers can further identify which provinces or states might have very dif-
ferent economic development paths from the other economic units, as well as the
extent to which the difference is. This figure provides important insights to the finer-
scale aspects of stability and distinct directional movement within multiple regional
income distributions over time, because the convergence hypothesis is concerned with
the temporal dynamics of these distributions (Rey 2001). At the individual scale, a
particular economy might move up and down the statistical distribution. At the local
scale, a focal region might have a different pace of economic development rate from
its neighboring regions (Fig. 7). At the meso level, some intervals of statistical distri-
bution might reveal interesting spatial processes over time (Fig. 6). This meso-scale
structure provides insights as to the possible spatial impact of the selected statistical
interval on the global spatial clustering over time, temporal dynamics of associated
regions, and economic growth of a specific region. The sincere hope here is that this
dialogue between spatial/regional economics and ESDA will extend beyond the area
of developing ESDA to visualize and summarize income distribution dynamics from
various scales and dimensions—that it will embrace the real-world challenges of eco-
nomic development issues—and that, as a consequence, this might foster a spatially
integrated research on economic analysis.

5 Summary

Many socioeconomic systems involve a number of interacting elements across scales.
The realistic representation of such systems and the rigorous quantitative analysis of
these interactions are crucial parts of human beings’ efforts to understand the world.
At the same time, the importance of space to many socioeconomic theories has been
widely noted (Goodchild 2008). This paper stresses the need to study the three dimen-
sions and four scales underlying space-time data sets, using income data sets as the
example. ESDA is not new to economic convergence and inequality studies, but there
are nevertheless good reasons to extend ESDA into a dynamic context and explore the
data set from a systematic perspective. Comparative space-time framework enables
access to a much broader thinking which addresses fundamental research questions
and identifies the research gaps and opportunities for more in-depth study. This frame-
work borrows the strength of scientific visualization techniques and develops a gen-
eral task topology by combining spatial, temporal, and statistical distributions with
individual, local, meso, and global scales. One research question can thus engender
many follow-up research questions. This paper also explores the potential for this
framework to function in spatial economics studies, specifically, in the comparison of
income distribution dynamics between different economic systems. In other words,
the current framework is mainly from an exploratory perspective, and the systemati-
cally generated data analysis tasks can motivate regional scientists to design a series
of economic analysis questions and formulate new hypotheses from theoretical and
policy perspectives.
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On this basis, this paper argues that ESDA and spatial economics could benefit
from each other in the following procedures: First, the analyst has the specific reason
for investigating distinct economic development issues, which can be expressed as a
general question or a set of general questions. Second, this nature of the investigation
is checked against the task topology of the data set. Third, the analyst carries out the
matched tasks and detects something both interesting and relevant to this investiga-
tion. Fourth, new, more specific questions appear and these questions motivate the
analyst to look for more details. These questions affect what details will be viewed
and in what ways. Lastly, the general questions in Step 1 are revised, and the inves-
tigator goes through the procedures again. Hence, this work procedure will facilitate
the interdisciplinary research, for example, exploratory space-time analysis of local
economic development (Ye and Carroll 2011).

This space-time framework provides an important contribution to the current eco-
nomic convergence and inequality literature, which lacks in systematic comparative
space-time studies (Rey and Ye 2010). Although this comparative framework arose
in the study of income distribution dynamics, it can also be applied to a wide set
of socioeconomic processes with geo-referenced data measured over areal units at
multiple time periods, such as crime rate dynamics, housing market dynamics, and
among others (Rey and Janikas 2005; Ye and Wu 2011). In other words, the framework
and the selected demonstrated tool can be directly applied to disciplines and topics
with discrete-object conceptualization. It is a vast field encompassing most social
science disciplines, where the data sets have been increasingly featured with spatial
and temporal footprints. As such, the devised operational typology of space-time data
and analytical tasks are potentially helpful for data analysts and users in these var-
ious domain-specific fields to anticipate the typical questions that may arise in data
exploration. If certain task types are insufficiently supported by the existing tools, the
gaps in methodological developments can thus be identified and filled (Ye and Carroll
2011).

Goodchild and Glennon (2008) suggest “in the context of geographic dynamics, it
seems appropriate that GIScience focus similarly on the generic: the tools, data mod-
els, software, and other resources that facilitate analysis and modeling of dynamic
phenomena.” The research conducted in this paper is among the efforts by integrat-
ing “the tools, data models, software” through systematically-designed data analytical
tasks and research questions. Comparative space-time analysis suggested in this paper
aims to develop research questions to compare space-time patterns and trends within
one data set, as well as across two data sets. This framework can provide a useful
platform for further discussion in the characterization, understanding, and prediction
of geographic dynamics (Goodchild and Glennon 2008; Ye 2010).
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