
https://doi.org/10.1007/s00165-018-0467-1
BCS © 2018
Formal Aspects of Computing (2018) 30: 713–738

Formal Aspects
of Computing

A UTP approach for rTiMo
Wanling Xie1 Shuangqing Xiang1 and Huibiao Zhu1,2

1 Shanghai Key Laboratory of Trustworthy Computing,
MOE International Joint Laboratory of Trustworthy Software,
International Research Center of Trustworthy Software,
East China Normal University, Shanghai 200062, China
2 School of Computer Science and Software Engineering, Shenzhen University, Shenzhen, China

Abstract. rTiMo is a real-time version of TiMo (Timed Mobility), which is a process algebra for mobile dis-
tributed systems. In this paper, we investigate the denotational semantics for rTiMo. A trace variable tr is intro-
duced to record the communications among processes as well as the location where the communication action
takes place. Basedon the formalizedmodel,we study a set of algebraic laws, especially the laws about themigration
and communication with real-time constraints. In order to facilitate the algebraic reasoning about the parallel
expansion laws, we enrich rTiMo with a form of guarded choice. This can enable us to convert every parallel
program to the guarded choice form. Moreover, we also provide a set of proof rules, which can be used to verify
the correctness and real-time properties of programs.
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1. Introduction

With the development of cloud computing, mobile applications play an important role in modern distributed sys-
tems. Analyzing and verifying the increasing complexity of mobile applications effectively is of great significance.
Ciobanu et al. [CK11b] have first introduced a process algebra called TiMo (Timed Mobility) model for mobile
systems, where it is possible to add timers to the basic actions in addition to process mobility and interaction.
The model of time is based on local clocks in [CK11b]. Aman et al. [AC13] have extended the TiMo family
[CK11a, CJ12, CK15] by introducing a real-time version named rTiMo in which a global clock is used. The
rTiMo processes can move between different locations of a mobile distributed system and communicate locally
with other processes.

Regarding a programming language, there are four well-known methods for presenting semantics, including
operational semantics, denotational semantics, algebraic semantics and deductive semantics (originally called
axiomatic semantics) [Hoa13]. The operational semantics of a programming language suggests a complete set of
possible individual stepswhichmaybe taken in its execution [Plo04,Mil80].Anoperational semantics usually con-
sists of a set of transition rules. Denotational Semantics [Sto79] provides themathematical meanings to programs.
The approach of denotational semantics is under a purely mathematical basis. Thus, the denotational semantics
is more abstract. Compared with operational semantics, denotational semantics expresses what a program does .
An algebraic semantics [Hen88, HHH+87] consists of a set of algebraic laws and their deduced properties and
it fits well with symbolic calculation of parameters and structures of an optimal design, which has been used in
provably-correct compilation [He94, HHS93, DCS10]. Deductive semantics [Hoa69, O’H07] of a programming
language provides a set of proof rules, which can be used to specify and verify correctness and general properties
of a program.
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In [AC13], Aman et al. have investigated the operational semantics of rTiMo. This paper considers the
denotational semantics for rTiMo, which can provide the precise understanding of rTiMo and deduce interesting
properties of programs. In our semantic model, we introduce a variable tr to record the communications among
processes. Based on the formalized denotational semantics, we investigate a set of algebraic laws, which not only
comprises algebraic laws similar to traditional algebraic laws, but also contains algebraic laws about migration
and communicationwith time constraints. In order to facilitate algebraic reasoning about parallel expansion laws,
we enrich rTiMo with a guarded choice construct which is classified into three types: communication guarded
choice, delay guarded choice and hybrid guarded choice. From a set of parallel expansion laws that we have
explored, we can see that every parallel program can be converted to the guarded choice form. In addition, we
also introduce a formalism based on Hoare Triples (precondition, program, postcondition) to specify and verify
the correctness and the real-time behavior of programs.

The remainder of this paper is organized as follows. Section 2 introduces the syntax of rTiMo and the concept
of guarded choicewhich is used to study the parallel expansion laws. Section 3 explores the denotational semantics
for rTiMo. Section 4 presents a set of algebraic laws, including the basic algebraic laws and the parallel expansion
laws which enable us to convert a parallel program to the guarded choice form. Section 5 provides a set of proof
rules, which are used to verify the correctness and progress properties. Section 6 is the related work about the
formal modeling and analysis of mobile distributed systems, rTiMo, UTP approach and Hoare Logic. Section 7
concludes the paper and discusses some possible future work.

2. The rTiMo calculus

In this section, we will give a brief introduction to the rTiMo calculus. rTiMo is a real-time version of TiMo
[CK11b], which is a process algebra for mobile distributed systems. rTiMo processes can move between different
locations in a distributed environment and communicate locallywith other processes. In otherwords, the processes
from different locations cannot communicate with each other. The syntax of rTiMo is given in Table 1 as it has
been introduced in [AC13]. In rTiMo, process migration and communication are controlled by using real-time
constraints. Timeouts are specified by a superscript �t where t is a timeout (deadline) of an action and t ∈ R+.

In rTiMo, the communication channels are point-point, i.e. each channel connects two processes, and syn-
chronous. Synchronous communication inside the network is by handshake synchronization of input and output
actions. rTiMo calculus enjoys some time properties such as (1) time determinism: the passage of time is deter-
ministic; (2) maximal progress: data transmissions cannot be delayed, they must occur as soon as a possibility
for communication arises. For example, let N � l [[a�t !〈v〉 then P else Q | a�t?(u) then P ′ else Q ′]], where
t > 0, then the output action and the input action take place via channel a at the activation time of N without
any time delay.

1. a�t !〈v〉 then P else Q indicates that anoutputprocess can sendmessage v for aperiodof t timeunits via channel
a. When the message v is sent successfully within t time units, the next process is P . If the communication
does not happen before the timeout t , the communication attempt is aborted and the next process is Q .

2. a�t?(u) then P else Q stands for an input process whose waiting time interval is t time units.When the process
receives a message via channel a within t time units, the control passes to process P . If the communication
does not take place before the deadline t , the waiting process gives up and it switches to the alternative process
Q . The input process binds the variable u within P (but not within Q).

3. go�t l then P denotes a migration process that moves to location l precisely after t time units. In other words,
after t time units, the migration action terminates and the next process is P running at the location l . And the
terminal time of the migration action is the activated time of the process P .

4. 0 denotes the process that terminates without taking any time.
5. P | Q stands for parallel composition.
6. l [[P ]] specifies a process P running at location l .
7. L

∣
∣ L | N indicates a network can be a located process L or can be built from its components L | N .
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Table 1. rTiMo syntax

Processes P ,Q ::� a�t !〈v〉 then P else Q
∣
∣ (output)

a�t ?(u) then P else Q
∣
∣ (input)

go�t l then P
∣
∣ (move)

0
∣
∣ (termination)

P | Q (parallel)

Located processes L ::� l [[P ]]

Networks N ::� L
∣
∣ L | N

home

200

client

shopA shopB counter

100 80 20

gi�A gi�B �ll

Fig. 1. The initial network

We can also introduce the recursion in rTiMo. The semantics of the recursion can be defined according to
Pratt’s definition [Pra90], using the Knaster-Tarski fixed-point theorem [Tar55].

In order to support our algebraic expansion laws, we enrich rTiMowith a new concept, called guarded choice,
which is classified into three types:

1. []i∈I {gi → Ni } is communication guarded choice where gi is a communication guard. The guard is instanta-
neous whichmeans that it happens without any time delay. The guard gi can be expressed as a!〈v〉@l , a?(u)@l
or a.[v/u]@l , where a!〈v〉@l (a?(u)@l ) indicates that the output (input) action happens at location l and uses
the channel a, and a.[v/u]@l denotes that the communication over channel a takes place at location l and
the variable u is replaced by the message v .

2. #t → N is delay guarded choice, where #t means delaying t time units and t ≥ 0. After delaying t time units,
the subsequent network is N .

3. The third guarded choice is hybrid guarded choice, which has the following formwhere the notation⊕ denotes
the disjointness of timed behaviors:

[]i∈I {gi → Ni }
⊕ ∃ t ′ ∈ (0...t) • (#t ′ → ([]i∈I {gi → N ′

i }))
⊕ #t → N ′

Example 2.1 Consider a simple shopping example. A client wants to buy a gift in the shoppingmall in a short time
and at a good price. The scenario involves four locations and four processes. The role of each process represented
in Fig. 1 is as below:

• client is a process that initially resides in the home location and has an amount of 200 cash. It wants to buy
a gift after comparing the prices of the gift in the two shops (shopA and shopB ). After entering shopA, the
client receives the price of this gift in shopA and then the client moves to the shopB location to receive the
price of this gift in shopB . Finally, the client moves to the counter location to pay for the cheaper price and
returns to the home location.

• giftA communicates with the client to offer the price of this gift in shopA.
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home

120

client

shopA shopB counter

100 80 100

gi�A gi�B �ll

Fig. 2. A possible final network

• giftB communicates with the client to offer the price of this gift in shopB .
• till resides at the counter and has an initial amount of 20 cash. It can receive e-money paid by the client .

We use the following shorthand notations:

a!〈v〉 → P represents a�∞!〈v〉 then P else 0;

a?(u) → P represents a�∞?(u) then P else 0.

The rTiMo syntax of these processes is as below:

client(init) � go�4shopA then priceA?(p1) → go�3shopB then priceB?(p2) →
pay !〈min{p1, p2}〉 → go�5home then client(init − min{p1, p2})

giftA(price) � priceA!〈price〉 → giftA(price)

giftB (price) � priceB !〈price〉 → giftB (price)

till (cash) � pay�1?(payment) then till (cash + payment) else till (cash).

A possible final network after 12 time units is represented in Fig. 2. �

3. Denotational semantics

UTP [HH98] covers wide areas of fundamental theories of programs in a formalised style and acts as a consistent
basis for the principles of programming language. It provides the denotational semantics for Dijkstra’s nonde-
terministic sequential programming language based on predicate calculus of Tarki’s theory of relations [Tar55].
A complete algebra for the sequential programming language is derived, which can transform every program
to a normal form under a restricted notation. Many advanced programming language features are introduced,
including parallel composition, reactive processes and declarative programming.

UTP Theory is regarded as an excellent methodology for studying various kinds of programs. The important
advantages of denotational semantics are given as below:

1. “The behavior of each program can be predicated without actually executing it on a computer, and similarly
the semantics of a program language can be understood as a whole without visualizing how programs run on
a computer" [Wat91].

2. “Based on mathematical theory, we can reason about programs, for example, to prove that one program is
equivalent to another" [Wat91].

In this section, we present the denotational semantics for the rTiMomodel.We investigate the semantic model
of rTiMo and healthiness conditions which a program should satisfy in Sect. 3.1. In Sect. 3.2, we explore the
behaviors of the basic commands, including the located migration process, the located input process and the
located output process. The behaviors of guarded choice introduced in Section 2, which includes communication
guarded choice, delay guarded choice and hybrid guarded choice, are investigated in Sect. 3.3. In Sect. 3.4, we
investigate the behavior of the parallel composition.
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3.1. The semantic model

In this subsection,we explore thedenotational semanticsmodel for rTiMo.Ourapproach is basedon the relational
calculus [HH98]. The time model in our semantic model is discrete. We introduce a pair of variables st and st ′
into our semantic model in order to denote the execution state of a program. st represents the initial execution
state of a program before its activation and st ′ stands for the final execution state of the program during the
current observation. A program may have two execution states:

1. completed state : A program has reached the completed state when it terminates successfully. “st �
completed” indicates that the previous program has terminated successfully and control passes to the cur-
rent program. “st ′ � completed” indicates that the current program has terminated successfully and control
passes to the next program.

2. wait state : A program may wait for communicating with another program via a specific channel or moving
from one location to another after the given time units. “st � wait” indicates that the predecessor of the
current program is in a waiting state. Thus, the current program cannot be activated. “st ′ � wait” indicates
that the current program itself is in a waiting state. Thus, the next program cannot be activated.

We describe the behavior of a process in terms of a trace of snapshots which record the sequence of the
communication actions that the process is able to engage in. In our semantic model, we introduce a variable tr
to denote that trace. The behavior of a communication action is specified by a snapshot which can be expressed
as a triple (t, κ, l ) where:

• t indicates the time when the communication action takes place.
• κ denotes the message transmitted via a specific channel at the termination of a communication action. And
the form of κ is a.v , where a indicates the communication channel and v is the message transmitted. We
defineChan(κ) to obtain the communication channel andMess(κ) to obtain the message, i.e., if κ � a.v , then
Chan(a.v ) � a and Mess(a.v ) � v .

• l records the location at which the communication action takes place.

Compared tomany existingUTP theories [SZL+18,HH98], in addition to the communication, rTiMo calculus
has other interesting features, including time constrains and location information. Thus, the observations of an
rTiMo program can be described by a tuple:

(
←−−
time,

−−→
time, st, st ′, tr , tr ′), where

• ←−−
time and

−−→
time respectively denote the start point and the end point of the time interval over which the

observation is recorded.
• st represents the initial execution state of the program before its activation and st ′ stands for its final execution
state during the current observation.

• tr represents the initial trace of a program over the interval which is passed by its predecessor. tr ′ stands
for the final trace of a program over the interval. tr ′ − tr denotes the sequence of snapshots contributed by
the program itself during the interval. The t in the snapshot contributed by the program during the interval
ranges in [

←−−
time,

−−→
time], that is to say, t ∈ [

←−−
time,

−−→
time].

We now define ; operator for our semantic model to describe the behavior of sequential composition. It is
similar to the definition of sequential composition in relational calculus.

Definition 3.1 P ; Q �df ∃ t, s, r • P [t/
−−→
time, s/st ′, r/tr ′] ∧ Q [t/

←−−
time, s/st, r/tr ].

Example 3.2 Let N1 � l1[[go�3l2 then a�2!〈v1〉 then b�3?(u2) else 0]],

N2 � l2[[a�6?(u1) then b�2!〈v2〉 else 0]].

Above, we use the following shorthand notations:

b�3?(u2) stands for b�3?(u2) then 0 else 0,

b�2!〈v2〉 stands for b�2!〈v2〉 then 0 else 0.
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Consider the trace of N3 � N1 | N2. Assume the activation time of N3 is at 0.
According to the syntax of rTiMo, the migration process moves to location l2 from location l1 after 3 time

units. Thus, the communication action takes place at time 3.
One possible trace of N1 is given as below:

〈(3, a.v1, l2), (3, b.v2, l2)〉
A possible trace of N2 is shown next:

〈(3, a.v1, l2), (3, b.v2, l2)〉
Hence, the one trace of N3 is as follows:

〈(3, a.v1, l2), (3, b.v2, l2)〉 �

Every programwill always satisfy some given healthiness conditions which are defined as equations according
to an idempotent function φ on predicates. And for a predicateP denoting a healthy program, we haveP � φ(P ).
We next consider the healthiness conditions rTiMo programs should satisfy, and they are similar to the standard
UTP theory [HH98]. In our semantics model, the variable tr is used to record the execution trace of a program,
so this variable cannot be shortened. A formula P satisfies the healthiness condition (H 1).

(H 1) P � P ∧ Inv (tr ), where Inv (tr ) �df tr � tr ′, which states that tr is a prefix of tr ′.

As we have mentioned earlier on, a program may wait for communicating with another program via a
specific channel or moving from one location to another after a given time delay. For the migration process
home[[go�5shop then P ]] which indicates that process P moves to location shop from location home after 5 time
units: if process P is asked to start in a waiting state of go�5shop, then P keeps itself unchanged; i.e., it satisfies
the following healthiness condition.

(H 2) P � � � st � wait � P ,

where � �df (st ′ � st) ∧ (
−−→
time � ←−−

time) ∧ (tr ′ � tr )

and P � b � Q �df (b ∧ P ) ∨ (¬b ∧ Q)

The variable time is used to record the progress of a program and no program can ever make time go back-
wards, thus, it cannot be smaller. The predicate P which describes an rTiMo program behavior must therefore
imply this fact.

←−−
time and

−−→
time denote the start point and the end point of a program in our semantic model

respectively, thus, P should satisfy the following healthiness condition.

(H 3) P � P ∧ (
←−−
time ≤ −−→

time)

The definition of H function can be given as follows:

H (X ) �df � � st � wait � (X ∧ Inv (tr ) ∧ ←−−
time ≤ −−→

time)

From the definition of H function, we know that H (X ) satisfies the healthiness conditions (H 1), (H 2) and
(H 3). The H function is used to define the denotational semantics for the rTiMo model.

Lemma 3.3 H (X 1 ∨ X 2); H (X ) � (H (X 1); H (X )) ∨ (H (X 2); H (X ))

The lemma above specifies a distributive law. The function H distributes through disjunction H (X 1∨X 2) �
H (X 1)∨H (X 2). Similar to the standard sequential composition, we have (X 1∨X 2); X � (X 1; X )∨ (X 2; X ).
These two laws together provide justification for this distributive law.

3.2. Denotational semantics for basic commands

In this subsection, we investigate the behaviors of the basic commands, which include the located migration
process, the located input process and the located output process. We use beh(l [[P ]]) to describe the behavior of
a process P running at location l .
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We first investigate the denotational semantics of 0 at the location l . It is a termination process and the
execution state, the terminal time and the trace all keep unchanged.

beh(l [[0]]) �df H
(

st ′ � st ∧ −−→
time � ←−−

time ∧ tr ′ � tr
)

N ; M denotes the behavior that runs N and M sequentially and its semantics is given as below:

beh(N ; M ) �df beh(N ); beh(M )

We then explore the behavior of the located migration process l [[go�t l ′ then P ]], it indicates that process P
moves to location l ′ from location l after t time units.

beh(l [[go�t l ′ then P ]]) �df H

⎛

⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

(st ′ � wait ∧ −−→
time − ←−−

time < t)

∨
(st ′ � completed ∧ −−→

time � ←−−
time + t)

⎞

⎟
⎟
⎟
⎠

∧ tr ′ � tr

⎞

⎟
⎟
⎟
⎠

; beh(l ′[[P ]])

For t time units, the migration action is in a waiting state and its trace is unchanged. After t time units elapse,
the migration action terminates successfully and the trace also remains unchanged. We record the terminal time
of the migration action using

−−→
time � ←−−

time + t which is also the activation time of the next action. After the
completion of the migration action, the subsequent behavior of the program is the behavior of process P which
runs at location l ′.

The located input process l [[a�t?(u) then P else Q ]] indicates that if the program successfully receives an
input via channel a within t time units, then process P from location l gets the control. On the other hand, if
the communication does not happen before the deadline t , the waiting process gives up and it switches to the
alternative process Q located at l . The notation tr1̂tr2 is used to denote the concatenation of the two traces tr1
and tr2.

beh(l [[a�t?(u) then P else Q ]]) �df

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

∃m ∈ Type(a) •

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

H

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

(st ′ � wait ∧ tr ′ � tr ∧
0 <

−−→
time − ←−−

time < t) ∨
(st ′ � completed ∧
append (a?(m)@l ) ∧
0 ≤ −−→

time − ←−−
time < t)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

; beh(l [[P [m/u]]])

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

∨

H
(

st ′ � completed ∧ tr ′ � tr ∧ −−→
time � ←−−

time + t
)

; beh(l [[Q ]])

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

where, append (a?(m)@l ) �df tr ′ � tr̂〈(−−→time, a.m, l )〉 ∧ ¬(∀ t ′ ∈ (
−−→
time,∞) • tr ′ � tr̂〈(t ′, a.m, l )〉)

Here, Type(a) represents the type of the messages that channel a can communicate. There are two alternative
behavior branches to describe the execution of the located input process.

• Case 1: within t time units, the input action either waits for receiving a message via a specific channel, or com-
municates with the corresponding output action successfully. If the input action waits for receiving a message,
the execution state is wait and the trace is unchanged. If the input action happens successfully, the execution
state is completed and the snapshot (

−−→
time, a.m, l ) contributed by the input action is attached to the end of

the program trace, which is described by the first predicate tr ′ � tr̂〈(−−→time, a.m, l )〉 in append (a?(m)@l ).
The predicate ¬(∀ t ′ ∈ (

−−→
time,∞) • tr ′ � tr̂〈(t ′, a.m, l )〉) is used to ensure that the input action takes place

as soon as it is enabled. The subsequent behavior of the program is determined by process P from location l .
The notation P [m/u] denotes P in which all free occurrences of a variable u are replaced by m.
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• Case 2: the input action does not take place before the deadline t , the execution state is completed and the trace
remains unchanged. In this case, the subsequent behavior of the program is the behavior of the alternative
process Q from location l .

The located output process l [[a�t !〈v〉 then P else Q ]] means that if the program sends the message v along
channel a within t time units successfully, the control passes into process P . On the other hand, if the communi-
cation does not happen before the timeout t , the communication gives up and the control passes into process Q .

beh(l [[a�t !〈v〉 then P else Q ]]) �df

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

H

⎛

⎜
⎜
⎝

(st ′ � wait ∧ tr ′ � tr ∧ 0 <
−−→
time − ←−−

time < t) ∨
(st ′ � completed ∧ append (a!〈v〉@l ) ∧

0 ≤ −−→
time − ←−−

time < t)

⎞

⎟
⎟
⎠

; beh(l [[P ]])

∨

H
(

st ′ � completed ∧ tr ′ � tr ∧ −−→
time � ←−−

time + t
)

; beh(l [[Q ]])

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

where, append (a!〈v〉@l ) �df tr ′ � tr̂〈(−−→time, a.v , l )〉 ∧ ¬(∀ t ′ ∈ (
−−→
time,∞) • tr ′ � tr̂〈(t ′, a.v , l )〉)

Similar to the located input process, there are also two branches to describe the execution of the located output
process. The first branch describes the case that the output action takes place within t time units and the case
that the output action does not happen before the deadline t is illustrated in the second branch.

3.3. Denotational semantics for guarded choice

As mentioned earlier, the guarded choice has three types: communication guarded choice, delay guarded choice
and hybrid guarded choice. Nowwe give the denotational semantics for these three types of guarded choice below.

Communication Guarded Choice.Wefirst consider the communication guarded choice, which is composed of a set
of communication guarded components. There are three types of the communication guard: a!〈v〉@l , a?(u)@l
and a.[v/u]@l , which all have been described earlier.

beh([]i∈I {gi → Ni }) �df

∨

i∈I beh(gi → Ni ), where

if g � a!〈v〉@l , then

beh(g → N ) �df H
(

st ′ � completed ∧ append (a!〈v〉@l ) ∧ −−→
time � ←−−

time
)

; beh(N )

where append (a!〈v〉@l ) has been defined in the denotational semantics of the located output process in Sect. 3.2.
The guard a!〈v〉@l is an instantaneous action, which means that it takes place without any time delay, thus the
termination time of a!〈v〉@l equals to its activation time.

If g � a?(u)@l , then

beh(g → N ) �df

(

∃m ∈ Type(a) •
(

H
(

st ′ � completed ∧ append (a?(m)@l ) ∧ −−→
time � ←−−

time
)

; beh(N [m/u])
))

where append (a?(m)@l ) has been defined in the denotational semantics of the located input process.

If g � a.[v/u]@l , then

beh(g → N ) �dfH
(

st ′ � completed ∧ append (a.[v/u]@l ) ∧ −−→
time � ←−−

time
)

; beh(N [v/u])

where, append (a.[v/u]@l ) �df tr ′ � tr̂〈(−−→time, a.v , l )〉 ∧ ¬(∀ t ′ ∈ (
−−→
time,∞) • tr ′ � tr̂〈(t ′, a.v , l )〉)
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Delay Guarded Choice. For the delay guarded choice, it consists of only one time delay component. And we can
find that the denotational semantics of the delay guarded choice is similar to the denotational semantics of the
located migration process introduced in Sect. 3.2.

beh(#t → N ) �df H

⎛

⎝

⎛

⎝

(st ′ � wait ∧ −−→
time − ←−−

time < t) ∨
(st ′ � completed ∧ −−→

time � ←−−
time + t)

⎞

⎠ ∧ tr ′ � tr

⎞

⎠ ; beh(N )

Hybrid Guarded Choice. The hybrid guarded choice has the following form:

N � []i∈I {gi → Ni }
⊕ ∃ t ′ ∈ (0...t) • (#t ′ → ([]i∈I {gi → N ′

i }))
⊕#t → N ′

where, []i∈I {gi → Ni } is communication guarded choice, #t ′ → ([]i∈I {gi → N ′
i }) consists of a delay guard followed

by a communication guarded choice where t ′ ∈ (0...t) and #t → N ′ is delay guarded choice.

beh(N ) �df

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

∨

i∈I beh(gi → Ni )
∨

∨

1≤i≤n

⎛

⎜
⎜
⎜
⎜
⎜
⎝

H

⎛

⎜
⎜
⎜
⎜
⎜
⎝

(st ′ � wait ∧ tr ′ � tr ∧
0 <

−−→
time − ←−−

time < t) ∨
(st ′ � completed ∧ append (gi ) ∧

0 <
−−→
time − ←−−

time < t)

⎞

⎟
⎟
⎟
⎟
⎟
⎠

; beh(N ′
i )

⎞

⎟
⎟
⎟
⎟
⎟
⎠

∨

H
(

st ′ � completed ∧ tr ′ � tr ∧ −−→
time � ←−−

time + t
)

; beh(N ′)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

From the denotational semantics of the hybrid guarded choice, we can find that the three branches correspond
to three cases which are progressive over time. The first branch describes the case that the action takes place at the
activation time. The second branch describes the case that the action waits for some time units before it happens.
And the case that the action does not take place before the deadline t is described by the third branch. As we
know, the three branches are progressive over time. Thus, from the time-related predicate, we can find that the
three branches are disjoint.

3.4. Denotational semantics for parallel composition

In this subsection, we explore the behavior of a network which is composed of a set of located processes running
in parallel. Let P and Q be the processes. The parallel composition l [[P ]] | l ′[[Q ]] performs process P from
location l and processQ from location l ′ running in parallel, where l and l ′ can be the same or different locations.
Its behavior is the composition of the behaviors of the two parallel components by merging their traces together.
The composition is described by the following definition.

beh(l [[P ]] | l ′[[Q ]]) � beh(l [[P ]]) | beh(l ′[[Q ]]), where

l [[P1]] | l ′[[P2]] �df

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

∃ st1, st ′
1, st2, st

′
2, tr1, tr

′
1, tr2, tr

′
2,

←−−−
time1,

−−−→
time1,

←−−−
time2,

−−−→
time2 •

tr1 � tr2 � tr ∧ st1 � st2 � st ∧ ←−−−
time1 � ←−−−

time2 � ←−−
time ∧

P1[st1, st ′
1, tr1, tr

′
1,

←−−−
time1,

−−−→
time1/st, st ′, tr , tr ′,

←−−
time,

−−→
time] ∧

P2[st2, st ′
2, tr2, tr

′
2,

←−−−
time2,

−−−→
time2/st, st ′, tr , tr ′,

←−−
time,

−−→
time] ∧

Merge

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠
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The first three predicates in the definition l [[P1]] | l ′[[P2]] describe the two independent behaviors of process
P1 from location l and P2 from location l ′ running in parallel. The last predicate Merge mainly does the merge
of the contributed traces of the two behavioral branches for recording the communications, which is defined as
below.

Merge �df

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

(st ′
1 � completed ∧ st ′

2 � completed ) ⇒ st ′ � completed ∧
(st ′

1 � wait ∨ st ′
2 � wait) ⇒ st ′ � wait ∧

∃ s ∈ (tr ′
1 − tr ) | (tr ′

2 − tr ) • tr ′ � tr̂s ∧
−−→
time � max{−−−→

time1,
−−−→
time2}

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

The final execution state of the behavior of the parallel composition is determined by the two parallel com-
ponents together. The contributed traces of the two behaviors for recording the communication can be merged.
And the terminal time of the parallel composition is the maximum between the two terminal times of the parallel
components.

We first introduce some notations which will be used in the trace-merging definitions. The notation head(s)
is used to denote the first snapshot of the trace s and tail(s) is used to denote the result of removing the first
snapshot in the trace s . We use the projections to select the components of a snapshot:

π1((t, κ, l )) �df t π2((t, κ, l )) �df κ π3((t, κ, l )) �df l

The merging of the contributed traces of the two behaviors for recording the communication can be defined
as follows. The result of merging two empty traces (represented as ε) is still empty which is illustrated in the first
definition. For the two traces which are required to be merged, if one of them is empty and the other is nonempty,
the result of trace merging follows the nonempty one and the second and third definitions describe the case.

case 1 ε | ε �df {ε} case 2 s | ε �df {s} case 3 ε | t �df {t}
If both traces are nonempty, then we can use the following cases to merge the two traces. We below obtain

the first snapshot in the two traces respectively.

t1 � π1(head(s)), κ1 � π2(head(s)), l1 � π3(head(s)),

t2 � π1(head(t)), κ2 � π2(head(t)), l2 � π3(head(t)).

We first consider the case that t1 � t2 which means that the two actions κ1 and κ2 take place at the same time
(denoted by case 4).

case 4 s | t �df

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎛

⎜
⎜
⎝

(〈(t1, κ1, l1)〉̂(tail(s) | tail(t)) � Mess(κ1) � Mess(κ2) � ∅)

� Chan(κ1) � Chan(κ2) �
〈(t1, κ1, l1)〉̂(tail(s) | t) ∪ 〈(t2, κ2, l2)〉̂(s | tail(t))

⎞

⎟
⎟
⎠

, if l1 � l2;

〈(t1, κ1, l1)〉̂(tail(s) | t) ∪ 〈(t2, κ2, l2)〉̂(s | tail(t)), otherwise.

The communications in rTiMo are local, thus, in the fourth case, we first consider whether the two locations
l1 and l2 are same or not. If l1 and l2 are different, then a synchronization does not take place. We only need to
attach head(s) or head(t) to the end of the program trace. If the two locations are same, then we have the following
descriptions.

• IfChan(κ1) equals toChan(κ2) which means that the two channels are same, then we consider the messages.
IfMess(κ1) equals toMess(κ2) which means that the two messages are same, then a synchronization occurs
and a snapshot (t1, κ1, l1) contributed by this communication is generated. On the other hand, if the two
messages are different, then the result of trace merging is empty set ∅.

• IfChan(κ1) andChan(κ2) are different, then a synchronization does not happen and we only need to attach
head(s) or head(t) to the end of the program trace.

We now consider the case t1 < t2 which means that κ1 occurs before κ2 (denoted by case 5). In this case, we
only need to attach the first snapshot of s to the end of the program trace.



A UTP Approach for rTiMo 723

case 5 s | t �df 〈(t1, κ1, l1)〉̂(tail(s) | t).

Finally, we consider the case t1 > t2 which means that κ2 occurs before κ1 (denoted by case 6). In this case,
we only need to attach the first snapshot of t to the end of the program trace.

case 6 s | t �df 〈(t2, κ2, l2)〉̂(s | tail(t)).

Example 3.5 Consider the network N1 | N2 in Example 3.2, where the trace of N1 is below:

s � 〈(3, a.v1, l2), (3, b.v2, l2)〉
And the trace of N2 is below:

t � 〈(3, a.v1, l2), (3, b.v2, l2)〉
According to the trace-merging definition case 4, we can obtain

s | t � 〈(3, a.v1, l2)〉̂(s ′ | t ′)

where s ′ � 〈(3, b.v2, l2)〉, t ′ � 〈(3, b.v2, l2)〉
According to the trace-merging definition case 4, we can obtain

s ′ | t ′ � 〈(3, b.v2, l2)〉̂(ε | ε)

According to the trace-merging definition case 1, we can obtain

ε | ε � {ε}
Finally, we obtain the trace of the network by merging s and t below:

〈(3, a.v1, l2), (3, b.v2, l2)〉 �

4. Algebraic properties

Ourwork towards the formalizationof rTiMoaims todeduce its interestingproperties,whichareusually expressed
using algebraic laws and equations [HH98]. In this section, we explore a set of algebraic laws for rTiMo including
basic algebraic laws and a set of parallel expansion laws. The basic algebraic laws are introduced in Sect. 4.1. In
Sect. 4.2, we investigate the parallel expansion laws. And from these laws, we can find that every parallel program
can be converted to the guarded choice form.

We have presented the three types of guarded choice, including communication guarded choice, delay guarded
choice and hybrid guarded choice. Then, we find that the parallel composition of any two components can be
converted into the guarded choice form, i.e., the law (para-6) in Sect. 4.2 is for the parallel composition of a located
output process and a locatedmigration process and from this law, we can find that it can be converted into a hybrid
guarded choice. And in Sect. 4.2, we also investigate the laws for the parallel composition of any two guarded
choice components. And from these laws, we find that the form of the parallel result is still contained in the three
types of guarded choice. For example, the law (para-9) is for the parallel composition of a communication guarded
choice and delay guarded choice and from this law, we can see that it can be converted into a communication
guarded choice.

4.1. Basic algebraic laws

If a migration action has a timer which equals to 0, then process P migrates from location l to l ′ without any
time delay.

(move-1) l [[go�0l ′ then P ]] � l ′[[P ]]

A communication action has a timerwhich equals to 0, the process a�0∗ then P else Q continues as the alternative
process Q . Here, ∗ ∈ {!〈v〉, ?(u)}.
(output-1) l [[a�0!〈v〉 then P else Q ]] � l [[Q ]]
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(input-1) l [[a�0?(u) then P else Q ]] � l [[Q ]]

For the located migration process l [[go�t l ′ then P ]], it first delays t time units, then process P moves to location
l ′.

(move-2) l [[go�t l ′ then P ]] � #t → l ′[[P ]] where t > 0.

For the located output process, if the output action happens at the start of the program, the subsequent process
is P from location l . On the other hand, the output action needs to wait for the specific input action trigged. If
the waiting time t ′ ranges in (0...t), the subsequent process is still P . The subsequent process isQ from location l
when the output action delays t time units, which means that the communication gives up and the control passes
into the alternative process Q .

(output-2) l [[a�t !〈v〉 then P else Q ]]

� a!〈v〉@l → l [[P ]]

⊕ ∃ t ′ ∈ (0...t) • (#t ′ → (a!〈v〉@l → l [[P ]]))

⊕ #t → l [[Q ]], where t > 0.

Proof
RHS

� {Def of Hybrid Guarded Choice}
⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

H (st ′ � completed ∧ append (a!〈v〉@l ) ∧ −−→
time � ←−−

time); beh(l [[P ]])
∨

H

⎛

⎜
⎜
⎝

(st ′ � wait ∧ tr ′ � tr ∧ 0 <
−−→
time − ←−−

time < t) ∨
(st ′ � completed ∧ append (a!〈v〉@l ) ∧

0 <
−−→
time − ←−−

time < t)

⎞

⎟
⎟
⎠

; beh(l [[P ]])

∨

H
(

st ′ � completed ∧ tr ′ � tr ∧ −−→
time � ←−−

time + t
)

; beh(l [[Q ]])

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

� {(H (X 1); Y )
∨
(H (X 2); Y ) � H (X 1 ∨ X 2); Y }

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

H

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

(st ′ � completed ∧ append (a!〈v〉@l ) ∧ −−→
time � ←−−

time) ∨
(st ′ � wait ∧ tr ′ � tr ∧ 0 <

−−→
time − ←−−

time < t) ∨
(st ′ � completed ∧ append (a!〈v〉@l ) ∧

0 <
−−→
time − ←−−

time < t)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

; beh(l [[P ]])

∨

H
(

st ′ � completed ∧ tr ′ � tr ∧ −−→
time � ←−−

time + t
)

; beh(l [[Q ]])

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

� {Logical Equivalence}
⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

H

⎛

⎜
⎜
⎝

(st ′ � wait ∧ tr ′ � tr ∧ 0 <
−−→
time − ←−−

time < t) ∨
(st ′ � completed ∧ append (a!〈v〉@l ) ∧
(
−−→
time � ←−−

time ∨ 0 <
−−→
time − ←−−

time < t))

⎞

⎟
⎟
⎠

; beh(l [[P ]])

∨

H
(

st ′ � completed ∧ tr ′ � tr ∧ −−→
time � ←−−

time + t
)

; beh(l [[Q ]])

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠
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� {(−−→time � ←−−
time ∨ 0 <

−−→
time − ←−−

time < t) � 0 ≤ −−→
time − ←−−

time < t}
⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

H

⎛

⎜
⎜
⎝

(st ′ � wait ∧ tr ′ � tr ∧ 0 <
−−→
time − ←−−

time < t) ∨
(st ′ � completed ∧ append (a!〈v〉@l ) ∧

0 ≤ −−→
time − ←−−

time < t)

⎞

⎟
⎟
⎠

; beh(l [[P ]])

∨

H
(

st ′ � completed ∧ tr ′ � tr ∧ −−→
time � ←−−

time + t
)

; beh(l [[Q ]])

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

� {Def of Output Process}
LHS �

(input-2) l [[a�t?(u) then P else Q ]]

� a?(u)@l → l [[P ]]

⊕ ∃ t ′ ∈ (0...t) • (#t ′ → (a?(u)@l → l [[P ]]))

⊕ #t → l [[Q ]], where t > 0.

The located input process has the similar description with the located output process.

4.2. Algebraic laws for parallel composition

The located process l [[0]] is the identity of parallel composition.

(para-1) N | l [[0]] � N � l [[0]] | N

The parallel composition | is symmetric and associative.

(para-2) N | M � M | N

(para-3) N | (M | R) � (N | M ) | R

(para-4) Let N1 � l [[a�t !〈v〉 then P else Q ]], N2 � l [[a�t?(u) then P ′ else Q ′]],

N3 � N1 | N2, where t > 0.

Then, N3 � a.[v/u]@l → (l [[P ]] | l [[P ′[v/u]]])

As mentioned earlier, rTiMo calculus enjoys the time property maximal progress: data transmissions cannot be
delayed, they must occur as soon as a possibility for communication arises. In the law (para-4), the output action
and the input action both are enabled at the current activation time of N3, thus, the communication takes place
at this time without time delay. In this law, an output process, from location l , succeeds in sending the message v
over channel a to an input process from location l without any time delay. Both processes continue to execute at
location l , the first one as P , the second one as P ′[v/u].

(para-5) Let N1 � l [[go�t1 l1 then P1]], N2 � l [[go�t2 l2 then P2]],

N3 � N1 | N2, where t1 > 0 and t2 > 0.

Then, we have the following three cases:

t1 < t2: N3 � #t1 → (l1[[P1]] | #(t2 − t1) → l2[[P2]])

t1 � t2: N3 � #t1 → (l1[[P1]] | l2[[P2]])

t1 > t2: N3 � #t2 → (#(t1 − t2) → l1[[P1]] | l2[[P2]])
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Law (para-5) is about the one for the parallel composition of two migration processes. There are three cases in
this law. The first case is that t1 is the smaller one and in this case N3 delays t1 time units first, process P1 moves
to location l1 and the second process P2 still needs to wait t2 − t1 time units. For the case t1 � t2, after delaying
t1 (t2) time units, P1 moves to location l1 and P2 moves to location l2. In the case t1 > t2, N3 delays t2 time units
first, process P2 then moves to location l2 and the first process P1 still needs to wait t1 − t2 time units.

(para-6) Let N1 � l [[a�t1 !〈v〉 then P else Q ]], N2 � l [[go�t2 l ′ then P ′]],

N3 � N1 | N2, where t1 > 0 and t2 > 0.

Then we have three cases for N3:

t1 < t2: N3 � a!〈v〉@l → (l [[P ]] | N2)

⊕ ∃ t ′ ∈ (0...t1) • (#t ′ → (a!〈v〉@l → l [[P ]] | #(t2 − t ′) → l ′[[P ′]]))

⊕#t1 → (l [[Q ]] | #(t2 − t1) → l ′[[P ′]])

t1 � t2: N3 � a!〈v〉@l → (l [[P ]] | N2)

⊕ ∃ t ′ ∈ (0...t1) • (#t ′ → (a!〈v〉@l → l [[P ]] | #(t2 − t ′) → l ′[[P ′]]))

⊕#t1 → (l [[Q ]] | l ′[[P ′]])

t1 > t2: N3 � a!〈v〉@l → (l [[P ]] | N2)

⊕ ∃ t ′ ∈ (0...t2) • (#t ′ → (a!〈v〉@l → l [[P ]] | #(t2 − t ′) → l ′[[P ′]]))

⊕#t2 → (l [[a�t1−t2 !〈v〉 then P else Q ]] | l ′[[P ′]]).

For the parallel composition of a located output process and a locatedmigration process indicated in law (para-6),
we have to consider the three cases t1 < t2, t1 � t2 and t1 > t2. Since the three cases have the similar descriptions,
here, we take the case t1 < t2 as an example.

In the case t1 < t2, if the output action occurs at the start of the program, the located output process evolves
as process P from location l and the located migration process keeps itself unchanged. On the other hand, the
output action enters a waiting state, if the waiting time t ′ ranges in (0...t1),N3 delays t ′ time units first, the output
action happens and the located output process continues as P from location l , the located migration process
should still wait t2 − t ′ time units. If the output action does not take place before the timeout t1,N3 delays t1 time
units, the located output process continues as the alternative processQ from location l and the located migration
process still needs to wait t2 − t1 time units.

(para-7) Let N1 � l [[a�t1 !〈v〉 then P1 else Q1]], N2 � l [[b�t2 ?(u) then P2 else Q2]],

N3 � N1 | N2, where 0 < t1 < t2.

Then, N3 � a!〈v〉@l → (l [[P1]] | N2)[]b?(u)@l → (N1 | l [[P2]])

⊕ ∃ t ′ ∈ (0...t1) • (#t ′ → (

a!〈v〉@l → (l [[P1]] | l [[b�t2−t ′
?(u) then P2 else Q2]])

[]b?(u)@l → (l [[a�t1−t ′
!〈v〉 then P1 else Q1]] | l [[P2]])))

⊕#t1 → (l [[Q1]] | l [[b�t2−t1 ?(u) then P2 else Q2]])

In law (para-7), the located output process and the located input process do not share the same communication
channel, which means that there is no message communication between them. The law (para-7) describes the
following three cases:

• Case 1: At the start point of the program, at least one of output action over channel a (a!〈v〉@l ) and input
action over channel b (b?(u)@l ) occurs, the first action of N3 is either a!〈v〉@l or b?(u)@l . When a!〈v〉@l is
the first action of N3, the located output process continues to be process P1 from location l and the located
input process remains unchanged. If the first action of N3 is b?(u)@l , the located output process keeps itself
unchanged and the located input process continues as process P2 from location l .
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Table 2. Parallel composition of two guarded choice components
Communication GC Delay GC Hybrid GC

Communication GC
√ √ √

Delay GC
√ √

Hybrid GC
√

• Case 2:N3 enters the waiting state, if the waiting time t ′, which denotes the time a!〈v〉@l or b?(u)@l happens,
ranges in (0...t1), N3 delays t ′ time units first and the next action is either a!〈v〉@l or b?(u)@l .

• Case 3: If neither a!〈v〉@l nor b?(u)@l takes place before the timeout t1, then N3 delays t1 time units first,
the located output process continues as process Q from location l and the timer for the located input process
is �t2−t1 .

Next we investigate the laws for the parallel composition of two guarded choice components. And from these
laws, we can find that every parallel program can be converted into the guarded choice form. We have three types
about the guarded choice, including communication guarded choice, delay guarded choice and hybrid guarded
choice. Thus, there are six cases about the parallel composition of two guarded choice components, which are
illustrated in Table 2, where GC denotes Guarded Choice. The first case is the parallel composition of two
communication guarded choice components and the laws for the first case are given in (para-8-1) and (para-8-2).

(para-8-1) Let N � []i∈I {gi → Ni } and M � []j∈J{hj → Mj }.
Assume that there is no message communication between N and M .

Then, N | M � []i∈I {gi → (Ni | M )}[][]j∈J{hj → (N | Mj )}
Law (para-8-1) reflects the parallel composition of two communication guarded choices, in which two communi-
cation components do not share the same communication channels, which means there is no message communi-
cation between them. The case that two parallel communication components can communicate with each other
is illustrated in law (para-8-2).

(para-8-2) Let N 1 � []i∈I {gi → N 1i } and M 1 � []j∈J{hj → M 1j },
N � N 1[][]k∈K {ak !〈vk 〉@lk → N 2k },
M � M 1[][]k∈K {ak ?(uk )@lk → M 2k }.

Assume that there are no communications between N 1 and M 1.

Then, N | M � []i∈I {gi → (N 1i | M )}[][]j∈J{hj → (N | M 1j )}
[][]k∈K {ak .[vk/uk ]@lk → (N 2k | M 2k )}

The second case is the parallel composition of communication guarded choice and delay guarded choice. And
the law (para-9) is for the second case. In the law (para-9), the communication guard gi is executed first, the
subsequent network evolves as (Ni | #t → N ).

(para-9) []i∈I {gi → Ni } | #t → N � []i∈I {gi → (Ni | #t → N )}
The third case is the parallel composition of communication guarded choice and hybrid guarded choice, which
is indicated in the laws (para-10-1) and (para-10-2).

(para-10-1) Let N � []i∈I {gi → Ni },
M � []j∈J{hj → Mj }

⊕ ∃ t ′ ∈ (0...t) • (#t ′ → ([]j∈J{hj → M ′
j }))

⊕#t → M ′.
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Assume that there is no communication between N and M .

Then, N | M � []i∈I {gi → (Ni | M )}[][]j∈J{hj → (N | Mj )}
In the law (para-10-1), there is no communication between the two components, thus, the first action can be gi
or can be hj . The case that there is a message communication between the two components is showed in the law
(para-10-2).

(para-10-2) Let N 1 � []i∈I {gi → N 1i }, N � N 1[][]k∈K {ak !〈vk 〉@lk → N 2k },
M 1 � []j∈J{hj → M 1j }

⊕ ∃ t ′ ∈ (0...t) • (#t ′ → ([]j∈J{hj → M 1′
j }))

⊕#t → M 1′,

M � []j∈J{hj → M 1j }[][]k∈K {ak ?(uk )@lk → M 2k }
⊕ ∃ t ′ ∈ (0...t) • (#t ′ → ([]j∈J{hj → M 1′

j }))
⊕#t → M 1′,

Assume that there is no communication between N 1 and M 1.

Then, N | M � []i∈I {gi → (N 1i | M )}[][]j∈J{hj → (N | M 1j )}[][]k∈K {ak .[vk/uk ]@lk → (N 2k | M 2k )}
The fourth case is the parallel composition of two delay guarded choices. And the laws for the fourth case are
given in (para-11-1), (para-11-2) and (para-11-3).

(para-11-1) #t1 → N1 | #(t1 + t2) → N2 � #t1 → (N1 | #t2 → N2)

(para-11-2) #t1 → N1 | #t1 → N2 � #t1 → (N1 | N2)

(para-11-3) #(t1 + t2) → N1 | #t2 → N2 � #t2 → (#t1 → N1 | N2)

The fifth case is the parallel composition of delay guard choice and hybrid guarded choice. And the law for the
fifth case is indicated in the law (para-12).

(para-12) Let N � []i∈I {gi → Ni }
⊕ ∃ t ′ ∈ (0...t1) • (#t ′ → ([]i∈I {gi → N ′

i }))
⊕#t1 → N ′,

M � #t2 → M ′.

Then, N | M has three cases:

t1 < t2: N | M � []i∈I {gi → (Ni | M )}
⊕ ∃ t ′ ∈ (0...t1) • (#t ′ → ([]i∈I {gi → N ′

i } | #(t2 − t ′) → M ′))

⊕#t1 → (N ′ | #(t2 − t1) → M ′)

t1 � t2: N | M � []i∈I {gi → (Ni | M )}
⊕ ∃ t ′ ∈ (0...t1) • (#t ′ → ([]i∈I {gi → N ′

i } | #(t2 − t ′) → M ′))

⊕#t1 → (N ′ | M ′)

t1 > t2: N | M � []i∈I {gi → (Ni | M )}
⊕ ∃ t ′ ∈ (0...t2) • (#t ′ → ([]i∈I {gi → N ′

i } | #(t2 − t ′) → M ′))

⊕#t2 → (N 1 | M ′)
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where,

N 1 � []i∈I {gi → Ni }
⊕ ∃ t ′ ∈ (0...t1 − t2) • (#t ′ → ([]i∈I {gi → N ′

i }))
⊕#(t1 − t2) → N ′

In the law (para-12), there are three cases for the parallel composition of hybrid guarded choice and delay guarded
choice, including t1 < t2, t1 � t2 and t1 > t2. Here, we take t1 < t2 as an example to explain the execution of the
two parallel components. If the communication action in N takes place at the activation time of the program,
then gi is the first action of N | M and the subsequent network is Ni | M . The second branch means that the
communication action in N needs to wait t ′ time units where t ′ ranges in (0...t1). The third branch indicates that
the communication action in N does not happen before the timeout t1, then N | M delays t1 time units first, N
evolves as N ′ and M evolves as #(t2 − t1) → M ′.

The last case in Table 2 is the parallel composition of hybrid guarded choice and hybrid guarded choice, and the
law for the sixth case is given in (para-13-1) and (para-13-2).

(para-13-1) Let N � []i∈I {gi → Ni }
⊕ ∃ t ′ ∈ (0...t1) • (#t ′ → ([]i∈I {gi → N ′

i }))
⊕#t1 → N ′,

M � []j∈J{hj → Mj }
⊕ ∃ t ′ ∈ (0...t2) • (#t ′ → ([]j∈J{hj → M ′

j }))
⊕#t2 → M ′, where t1 < t2.

Assume that there is no message communication between N and M .

Then, N | M � []i∈I {gi → (Ni | M )}[][]j∈J{hj → (N | Mj )}
⊕ ∃ t ′ ∈ (0...t1) • (#t ′ → ([]i∈I {gi → (N ′

i | M 1)}[][]j∈J{hj → (N 1 | M ′
j )}))

⊕#t1 → (N ′ | M 2)

where, N 1 � []i∈I {gi → Ni }
⊕ ∃ t ′′ ∈ (0...t1 − t ′) • (#t ′′ → ([]i∈I {gi → N ′

i }))
⊕#(t1 − t ′) → N ′,

M 1 � []j∈J{hj → Mj }
⊕ ∃ t ′′ ∈ (0...t2 − t ′) • (#t ′′ → ([]j∈J{hj → M ′

j }))
⊕#(t2 − t ′) → M ′,

M 2 � []j∈J{hj → Mj }
⊕ ∃ t ′′ ∈ (0...t2 − t1) • (#t ′′ → ([]j∈J{hj → M ′

j }))
⊕#(t2 − t1) → M ′

In the law (para-13-1), there is no message communication between N and M . []i∈I {gi → (N ′
i | M )} in N | M

stands for that gi in N takes place at the activation time of the program, and after that, N evolves as Ni and M
keeps unchanged. []j∈J{hj → (N | Mj )} represents that hj inM is the first action of the two parallel components,
N keeps itself unchanged and M evolves as Mj . The second branch in N | M means that N and M both need
to wait for some time units before the communication actions happen. Thus, N | M first delays t ′ time units,
where t ′ ranges in (0...t1). After delaying t ′ time units, the next action can be gi or can be hj . The third branch
#t1 → (N ′ | M 2) in N | M indicates that the communication actions in N and M both do not take place
within t1 time units, thus, after delaying t1 time units, N evolves as N ′ and M evolves as M 2.

The case that N and M can communicate with each other is showed in (para-13-2).
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(para-13-2) Let N 3 � []i∈I {gi → Ni }
⊕ ∃ t ′ ∈ (0...t1) • (#t ′ → ([]i∈I {gi → N ′

i }))
⊕#t1 → N ′,

M 3 � []j∈J{hj → Mj }
⊕ ∃ t ′ ∈ (0...t2) • (#t ′ → ([]j∈J{hj → M ′

j }))
⊕#t2 → M ′,

N � []i∈I {gi → Ni }[][]k∈K {ak !〈vk 〉@lk → N 4k }
⊕ ∃ t ′ ∈ (0...t1) • (#t ′ → ([]i∈I {gi → N ′

i }[][]k∈K {ak !〈vk 〉@lk → N 4′
k }))

⊕#t1 → N ′,

M � []j∈J{hj → Mj }[][]k∈K {ak ?(uk )@lk → M 4k }
⊕ ∃ t ′ ∈ (0...t2) • (#t ′ → ([]j∈J{hj → M ′

j }[][]k∈K {ak ?(uk )@lk → M 4′
k }))

⊕#t2 → M ′, where t1 < t2.

Assume that there is no communication between N 3 and M 3.

Then, N | M � []i∈I {gi → (Ni | M )}[][]j∈J{hj → (N | Mj )}[][]k∈K {ak .[vk/uk ]@lk → (N 4k | M 4k )}
⊕ ∃ t ′ ∈ (0...t1) • (#t ′ → ([]i∈I {gi → (N ′

i | M 1)}[][]j∈J{hj → (N 1 | M ′
j )}

[][]k∈K {ak .[vk/uk ]@lk → (N 4′
k | M 4′

k )}))
⊕#t1 → (N ′ | M 2)

where N 1, M 1 and M 2 have been defined in the law (para-13-1).

5. Proof system for rTiMo

In this section, we present a proof system for rTiMo in order to prove the correctness of real-time systems formal-
ized in rTiMo. Program correctness is expressed by so-called correctness formulas [AdBO09]. The formalism to
specify real-time system which are described using rTiMo is proposed in Sect. 5.1. In Sect. 5.2, we will introduce
some auxiliary axioms and rules, which also have been introduced in [AdBO09, Hoo94, Hoo91]. In Sect. 5.3, we
give the proof rules for the basic commands. The proof rules for parallel composition are presented in Sect. 5.4.

5.1. Specification

The specifications in our paper are based on Hoare triples (precondition, program, postcondition) [Hoa69].
The formulas have the form {p} N {q} where p and q are assertions and N is a network. The precondition
p expresses assumptions about the values of local objects at the start of N , the beginning time of N and the
timed occurrence of observable actions. And the postcondition q expresses assumptions about the values of the
local objects at termination (if N terminates), the termination time (∞ if N does not terminate) and the timed
occurrence of observable actions. Compared with classical Hoare triples, we add time in assertions, this means
that our formalism can deal with partial correctness as well as progress properties. The assertions p and q in a
formula {p} N {q} are expressed in a first-order logic with the following primitives:

• Val denotes a set of logical value variables, i.e. v0, v1, v2, ..., vn .
• Time ∪ {∞} denotes a set of logical time variables, i.e. t0, ..., tn , where Time={t ∈ R | t ≥ 0}.
• A special variable time denotes the global clock, ranging overTime ∪ {∞}. An occurrence of time in precon-
dition p stands for the starting time of network N whereas in postcondition q it represents the termination
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time (time � ∞ denotes the nonterminating computation, i.e., a waiting process is in an infinite waiting
state).

• Var denotes a set of program variables, ranging over Val . Let Var (N ) be the set of program variables in
network N , and we require Var (N1) ∩ Var (N2) � ∅ for parallel composition N1 | N2.

• Chan denotes a set of communication channels. We define Chan(N ) to denote the set of communication
channels in network N .

We next define some useful notations which will be used in our proof system:

• A at t denotes the observable action A happens at time t .
• A during I ≡ ∀ t ∈ I : A at t where A denotes the observable action and I denotes the time interval, i.e.
[t0, t1) (t0 < t1).

• p[v/u] denotes that the substitution of v for each free occurrence of variable u in assertion p.

In rTiMo, the communication channels are point-point, i.e. each connecting two processes, and synchronous.
To describe communication bymessage passing along synchronous channels, the assertion contains the following
primitives, where a ∈ Chan, v ∈ Val and t ∈ Time.

• a!@l at t : it denotes a process at location l is waiting to send a value via channel a at time t .
• (a!@l , v ) at t : it denotes a process at location l starts sending value v via channel a at time t .
• a?@l at t : it denotes that a process at location l is waiting to receive a value via channel a at time t .
• (a?@l , v ) at t : it denotes that a process at location l starts receiving value v via channel a at time t .

5.2. Auxiliary axioms and rules

In this subsection, we introduce some auxiliary axioms and rules presented in [AdBO09, Hoo94, Hoo91].
Nontermination axiom expresses that a program following a nonterminating computation has no effect.

Axiom 1. Nontermination

{p ∧ time � ∞} N {p ∧ time � ∞}
For invariance axiom, it expresses that an assumption satisfying certain restrictions is not affected by the

execution of any program.

Axiom 2. Invariance

{p} N {p}
provided no free variable of p is subject to change in N .

We can use the substitution rule to replace a logical variable in the precondition by any arbitrary expression
if this variable does not occur in the postcondition.

Rule 3. Substitution
{p} N {q}

{p[v/u]} N {q}
provided that u does not occur free in q .

Rule 4. Quantification

{p} N {q}
{∃ s : p} N {q}

provided s does not occur in q .
The conditional rule formalizes a case distinction according to the truth value of B .

Rule 5. Conditional
{p ∧ B} N1 {q}, {p ∧ ¬B} N2 {q}
{p} if B then N1 else N2 fi {q}
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Our proof system contains the disjunction and conjunction rules which are identical to the classical rules.

Rule 6. Disjunction

{p1} N {q1}, {p2} N {q2}
{p1 ∨ p2} N {q1 ∨ q2}

Rule 7. Conjunction

{p1} N {q1}, {p2} N {q2}
{p1 ∧ p2} N {q1 ∧ q2}

Rule 8. Composition

{p} N1 {p1}, {p1} N2 {q}
{p} N1; N2 {q}

Rule 9. Consequence

p → p1, {p1} N {q1}, q1 → q
{p} N {q}

The consequence rule allows us to strengthen the precondition and weaken the postcondition in a correctness
formula and enables the application of other proof rules.

The sequentialization rule is for disjoint parallel programs.

Rule 10. Sequentialization

{p} N1; N2 {q}
{p} N1 | N2 {q}

5.3. Proof rules for basic commands

In this subsection, we introduce the proof rules for the basic commands, including the empty command, output
command, input command and move command.

0 terminates immediately and has no effect.

Axiom 11. 0

{p} 0 {p}
There are two possibilities about the rule for the output construct l [[a�t !〈v〉 then P1 else P2]]. One possibility

is that the output action takes place within t time units after the starting time t0, leading to assertion p1 and after
that process P1 located at location l is executed leading to assertion q1. In this case, the output action can happen
at the start point t0. On the other hand, the output action needs to wait for the specific input action trigged. The
other possibility is that the output action does not happen before the timeout t , leading to assertion p2 and after
that process P2 at location l is executed leading to q2.

Rule 12. Output

(p ∧ time < ∞)[t0/time] ∧ (((a!@l , v ) at t0 ∧ time � t0) ∨
(∃ t ′ ∈ (t0, t0 + t) : a!@l during [t0, t ′) ∧ (a!@l , v ) at t ′ ∧ time � t ′)) → p1

(p ∧ time < ∞)[t0/time] ∧ a!@l during [t0, t0 + t) ∧ time � t0 + t → p2

{pi} l [[Pi ]] {qi }, for i � 1, 2

{p ∧ time < ∞} l [[a�t !〈v〉 then P1 else P2]] {q1 ∨ q2}
There are also two possibilities about the rule for the input construct l [[a�t?(u) then P1 else P2]]. One

possibility is that the input action takes place within t time units after the starting time t0 leading to assertion p1
and after that process P1 located at location l is executed leading to assertion q1. In this case, the input action
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either happens at the start point t0 or waits for the specific output action trigged. The other possibility is that the
input action does not happen before the deadline t , which leads to assertion p2 and after that process P2 located
location l is executed leading to q2.

Rule 13. Input

(p ∧ time < ∞)[t0/time] ∧ (((a?@l , v ) at t0 ∧ time � t0) ∨
(∃ t ′ ∈ (t0, t0 + t) : a?@l during [t0, t ′) ∧ (a?@l , v ) at t ′ ∧ time � t ′)) → p1[v/u]

(p ∧ time < ∞)[t0/time] ∧ a?@l during [t0, t0 + t) ∧ time � t0 + t → p2

{pi} l [[Pi ]] {qi }, for i � 1, 2

{p ∧ time < ∞} l [[a�t?(u) then P1 else P2]] {q1 ∨ q2}

According to the algebraic lawmove-2 which has been introduced in Sect. 4, we know that the move construct
l [[go�t l ′ then P ]] equals to #t → l ′[[P ]], where #t means delaying t time units. Thus, we have the following move
rule:

Rule 14. Move

{p[time + t/time] ∧ time < ∞} #t {p}, {p} l ′[[P ]] {q}
{p[time + t/time] ∧ time < ∞} #t → l ′[[P ]] {q}

For the move rule, it first delays t time units, leading to assertion p, after which process P located at location
l ′ is executed leading to assertion q .

5.4. Proof rules for parallel composition

The proof rule for parallel composition has the following general form where we use a combinator Comb to
combine two assertions. The parallel composition l1[[P1]] | l2[[P2]] performs process P1 from location l1 and
process P2 from l2 running in parallel, where l1 and l2 can be the same or different.

Rule 15. Parallel Composition

{p1} l1[[P1]] {q1}, {p2} l2[[P2]] {q2},
Comb(q1, q2) → q

{p1 ∧ p2} l1[[P1]] | l2[[P2]] {q}

where we have the following assumptions:

• Var (l1[[P1]]) ∩ Var (l2[[P2]]) � ∅ for parallel composition l1[[P1]] | l2[[P2]].
• Var (qi ) ⊆ Var (li [[Pi ]]) and Chan(qi ) ⊆ Chan(li [[Pi ]]), for i � 1, 2.

We consider the following possibilities for Comb:

1. If time does not occur in q1 and q2, then we have the following definition:

Comb(q1, q2) ≡ q1 ∧ q2.
2. There is no doubt that the termination times of l1[[P1]] and l2[[P2]] may be different, that is to say that the

values of time in assertions q1 and q2 may be different. In order to obtain a general rule, we substitute logical
variable t1 and t2 for time in q1 and q2 respectively. Then the termination time of the parallel composition
l1[[P1]] | l2[[P2]] is the maximum between t1 and t2.

Comb(q1, q2) ≡ q1[t1/time] ∧ q2[t2/time] ∧ time � max (t1, t2).
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The communication rule expresses that an output action, from location l , succeeds in sending the message
v over channel a to an input action from location l without any time delay after the start point t0, leading to
the assertions p1 and p2 respectively. After that P1 and P2, which are both located at location l , run in parallel
leading to assertion q .

Rule 16. Communication

(p ∧ time < ∞)[t0/time] ∧ (a!@l , v ) at t0 ∧ time � t0 → p1

(p ∧ time < ∞)[t0/time] ∧ (a?@l , v ) at t0 ∧ time � t0 → p2[v/u]

{p1 ∧ p2} l [[P1]] | l [[P2]] {q}
{p ∧ time < ∞} l [[P ]] | l [[Q ]] {q}

where, P � a�t1 !〈v〉 then P1 else Q1,

Q � a�t2 ?(u) then P2 else Q2.

Example 5.1 Let us consider the network N1 | N2 in Example 3.2 again, where

N1 � l1[[go�3l2 then a�2!〈v1〉 then b�3?(u2) else 0]],

N2 � l2[[a�6?(u1) then b�2!〈v2〉 else 0]].

And we have the following shorthand notations:

b�3?(u2) stands for b�3?(u2) then 0 else 0,

b�2!〈v2〉 stands for b�2!〈v2〉 then 0 else 0.

Assume that the activated time of N1 and N2 is at 0. And according to the algebraic law para-6 in Sect. 4, we can
rewrite N1 | N2 as follows:

N1 | N2 = #3 → N3, where

N3 � l2[[a�2!〈v1〉 then b�3?(u2) else 0]] | l2[[a�3?(u1) then b�2!〈v2〉 else 0]]

We prove the following correctness formula using the proof system which we have introduced:

{time � 0} N1 | N2 {time � 3}
To this end we apply the move rule, then we have

{time � 0} #3 {time � 3}, {time � 3} N3 {q}
{time � 0} #3 → N3 {q}

Now we should prove that the assertion q in the correctness formula {time � 3} N3 {q} equals to or implies the
desired assertion {time � 3}. To this end we apply the communication rule, then we can obtain

t0 � 3 ∧ (a!@l2, v1) at 3 ∧ time � 3 → (a!@l2, v1) at 3 ∧ time � 3

t1 � 3 ∧ (a?@l2, v1) at 3 ∧ time � 3 → (a?@l2, v1) at 3 ∧ time � 3

{(a!@l2, v1) at 3 ∧ (a?@l2, v1) at 3 ∧ time � 3} l2[[P1]] | l2[[P2]] {q}
{time � 3} N3 {q}

where, P1 � b�3?(u2) then 0 else 0,

P2 � b�2!〈v2〉 then 0 else 0.

Since (a!@l2, v1) at 3 ∧ (a?@l2, v1) at 3 ∧ time � 3 → time � 3, we then obtain the correctness formula:
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{time � 3} l2[[P1]] | l2[[P2]] {q}
In order to obtain the assertion q in the above correctness formula, we apply the communication rule again, then
we have

t0 � 3 ∧ (b?@l2, v2) at 3 ∧ time � 3 → (b?@l2, v2) at 3 ∧ time � 3

t1 � 3 ∧ (b!@l2, v2) at 3 ∧ time � 3 → (b!@l2, v2) at 3 ∧ time � 3

{(b?@l2, v2) at 3 ∧ (b!@l2, v2) at 3 ∧ time � 3} 0 | 0 {q}
{time � 3} l2[[P1]] | l2[[P2]] {q}

Since (b?@l2, v2) at 3 ∧ (b!@l2, v2) at 3 ∧ time � 3 → time � 3, we then obtain the correctness formula:

{time � 3} 0 | 0 {q}
By the axiom 0, we have

{time � 3} 0 {time � 3}
Finally, by the parallel composition rule, we obtain:

{time � 3} 0 {time � 3}, {time � 3} 0 {time � 3},
Comb(time � 3, time � 3) → time � 3

{time � 3} 0 | 0 {time � 3}

We now get the desired result, that is, the correctness formula {time � 0} N1 | N2 {time � 3} holds. �

6. Related work

In recent years, some work has been done to explore the formal modeling and analysis of mobile systems. Many
concepts fundamental to mobile systems have been represented implicitly in π − calculus in [Mil93, Mil99].
The ambient calculus has been introduced [CG00], where crossing of boundaries is used to represent process
mobility. In [Lak05], Lakos has presented a Petri Net formalism in which the mobility and the interplay between
connectivity and locality can be investigated. The Petri Net formalism proposed in [Lak05] has been extended
to Modular Petri Net [CP95, CP00] by adding the notion of nested modules called locations . And in [Lak09],
Lakos has used the Petri Net formalism to model and analyze mobile IP, which is an Internet standard catering
for mobile nodes using IP version 4 address. In addition, Lakos also has implemented the model by using the
modular analysis tool Maria [Mäk02].

In [MT08], Ma et al. have proposed an extended version of elementary object system (EOS) [Val98], called
EEOS. Based on the extended EOS (EEOS), they have explored a formal model, which is used to model and
analyze a generic secure mobile-agent system. The model supports both strong mobility and secure mobility
of a mobile agent. In [BSB11], Braghin et al. have presented an approach for the modeling and automated
verification of mobile systems, which supports exhaustive analysis of security policies. In their paper, they used
labeled Kripke structures (LKSs) to define the mobile system semantics. And the approach proposed in [BSB11]
can model some essential features of mobile systems, including thread locations, location distribution and thread
moving operations.

The calculus and approaches introduced above do not consider the time constraints, and the time-related
aspects of process migration and interaction have been studied in [CK11b, AC13, CKS15, AC15b]. In [CK11b],
Ciobanu et al. have first introduced a calculus named TiMo (TimedMobility) in which the dynamic evolution of
the whole system is based on local clocks. rTiMo [AC13] is a real-time version of TiMo [CK11b] and the model of
time is based on a global clock in rTiMo calculus. In rTiMo, the processes can move between different locations
and communicate locally with other processes. And the migration and communication are controlled by using
the real-time constraints. Aman et al. have used the calculus rTiMo to model critical systems in [AC15a].



736 W. Xie et al.

In [AC13], the operational semantics of rTiMo has been investigated. This paper studies the denotational
semantics and algebraic properties of rTiMo via the concept of Unifying Theories of Programming (abbreviated
as UTP) [HH98]. UTP covers wide areas of fundamental theories of programs in a formalized style and acts as
a consistent basis for the principles of programming language.

The UTP approach has been successfully applied in investigating the semantics and algebraic laws of a variety
of programming languages [MM05, DGJP04, HSM97, HHZ+15, Zhu05, Shi09, SZL+18]. Zhu has investigated
the operational, denotational and algebraic semantics for Multithreaded Discrete Event Simulation Language
(MDESL) in his thesis [Zhu05].MDESL is aVerilog-like language [Gol96,Gor95],whichhas real-time and shared
variable features. Shi has used the UTP approach to study the denotational semantics and algebraic semantics of
CSP# [SLDC09] in her thesis [Shi09]. The CSP# is a CSP-like language and it directly supports shared variables
which are not available in CSP (Communicating Sequential Processes) [Hoa85]. Woodcock et al. have applied
UTP to study the safety critical Java memory models [CWW13]. He has proposed a newmethodology for further
studying the UTP theory [He16].

In addition, in this paper, we also investigate the deductive semantics for rTiMo based on Hoare Logic
[AdBO09, Hoo94, Hoo91]. The deductive semantics provides a set of proof rules, which can be used to ver-
ify program correctness and general properties. Many approaches based on Hoare Logic have been presented
and widely used in a variety of domain, ranging from reasoning about actions with loop [HZ16], to proving
differential privacy [BGA+14], to linear systems [AMO13], to BPEL-like programs [LQQ08] and to dynamic
networks [dB02].

7. Conclusion and future work

rTiMo is a real-time version of TiMo, which is a process algebra for mobile distributed systems. In this paper,
we have studied the denotational semantics for rTiMo via the concept of UTP [HH98]. Based on the formalized
model, a set of algebraic laws have been investigated, especially the algebraic laws which can describe the time-
related features of rTiMo. In order to deal with the parallel expansion laws, we have introduced the concept of
guarded choice. From a set of parallel expansion laws, we can see every parallel program can be converted to the
guarded choice form. In addition, we also provide a set of proof rules in order to verify correctness and real-time
properties of the real-time programs.

Recently, Hoare has proposed the challenging research topic for studying the semantics linking where the
starting point is from the algebra semantics [Hoa13,HvS12,HvSM+16].Hoare andHehave studied the derivation
of operational semantics from the algebraic semantics [HH98, HH93]. Zhu et al. studied the semantics linking
theory for Verilog, System, PTSC (integrating Probability, Time and Shared-Variable Concurrency) and Web
transaction [ZHB08, ZHQB15, ZYH+12, ZHLB11]. For the future work, we also want to explore the linking
theory of the semantics for rTiMo. It is challenging for us to apply the concept of head normal form via the
achieved algebraic laws of rTiMo.

Hoare also proposed a method to relate the algebra to the proof rules of the axiomatic semantics [Hoa13].
This gives us another challenging research plan for studying the semantics linking starting from the axiomatic
semantics for rTiMo. It is challenging to give the translation between the algebraic semantics and axiomatic
semantics for rTiMo.

For the future work, we will also consider the implementation of the Hoare-style reasoning system for rTiMo
in proof assistant Isabelle/HOL [Pau94, vO01, ZZW+13] or any other theorem provers [FGH+14, QHL+14].
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