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Abstract. Dependability is a property of a computer system to deliver services that can be justifiably trusted.
Formal modelling and verification techniques are widely used for development of dependable computer-based
systems to gain confidence in the correctness of system design. Such techniques include Event-B—a state-based
formalism that enables development of systems correct-by-construction. While Event-B offers a scalable approach
to ensuring functional correctness of a system, it leaves aside modelling of non-functional critical properties, e.g.,
reliability and responsiveness, that are essential for ensuring dependability of critical systems. Both reliability,
i.e., the probability of the system to function correctly over a given period of time, and responsiveness, i.e., the
probability of the system to complete execution of a requested service within a given time bound, are defined as
quantitative stochastic measures. In this paper, we propose an extension of the Event-B semantics to enable sto-
chastic reasoning about dependability-related non-functional properties of cyclic systems. We define the require-
ments that a cyclic system should satisfy and introduce the notions of reliability and responsiveness refinement.
Such an extension integrates reasoning about functional correctness and stochastic modelling of non-functional
characteristics into the formal system development. It allows the designer to ensure that a developed system
does not only correctly implement its functional requirements but also satisfies given non-functional quantitative
constraints.

Keywords: Event-B, Refinement, Probabilistic reasoning, Reliability, Responsiveness, Cyclic systems, Markov
processes

1. Introduction

Formal methods—the mathematically-based approaches that provide the developers with rigorous ways to design
and analyse systems—are extensively used in the design of dependable computer-based systems. Such methods
include Event-B [Abr10, Abr96]—a formalism derived from the B Method [Abr05] to facilitate development
of reactive and distributed systems. Event-B is a rigorous, state-based framework supporting the correct-by-
construction system development. When developing a computer-based system in Event-B, we start from an
abstract specification that defines the essential behaviour and properties of the system under construction. Via
a number of correctness preserving model transformations—refinement steps, the abstract specification is trans-
formed into a specification that is close to the desired implementation. In the development process, correctness
of each refinement step is verified by proofs.

Correspondence and offprint requests to: A. Tarasyuk, E-mail: anton.tarasyuk@abo.fi



54 A. Tarasyuk at al.

Formal development in Event-B allows us to ensure that a resulting detailed specification adheres to its abstract
counterpart, i.e., it guarantees that the services provided by the system are functionally correct. However, to ensure
dependability, it is essential to guarantee that the system is not only functionally correct but also satisfies a number
of non-functional constraints. Usually such constraints are defined probabilistically. Currently, non-functional
dependability-related system requirements are abstracted away in the process of system refinement. Yet, it would
be desirable to re-use the created formal models for evaluating the impact of the chosen design decisions on the
given non-functional requirements. Hence there is a clear need for integration between modelling of functional
and non-functional system requirements.

In this paper, we extend the Event-B framework to enable stochastic modelling of reliability and responsiveness
of cyclic systems. Reliability is the probability of the system functioning correctly over a given period of time
under a given set of operating conditions [ALRLO04, Vil95, O’C95], while responsiveness is the likelihood that
the system successfully completes a service delivery within a certain time bound [TRF03, CS88]. These properties
are dual in the sense that reliability can be defined as a probabilistic measure of the system staying operational
during a certain time period, while responsiveness is a probabilistic measure of the system termination within
a certain period of time. We rely on the notion of iteration as a discrete unit of time defining the unified time
scale for cyclic systems, i.e., the systems that iteratively execute a predefined sequence of computational steps.
We formally define the conditions that should be verified to ensure that the system under construction is indeed
cyclic.

To enable explicit probabilistic reasoning about reliability and responsiveness, we propose a pragmatic
approach to evaluating the impact of various possible refinement alternatives on system dependability. We advo-
cate a dependability-explicit development process in which construction of a formal model of the functional
system behaviour is intervened by stochastic evaluation of chosen design decisions on dependability. Such an
approach aims at improving predictability in the system design by allowing the designers to assess the target
system characteristics from the early development stages.

To facilitate stochastic assessment using Event-B models, we introduce a new language construct—the quan-
titative probabilistic choice—and define the semantics of the extended Event-B models. We show that, in the
case of fully probabilistic systems, the underlying model of a probabilistically-enriched Event-B specification is
a discrete-time Markov chain [KS60]. Moreover, in the case of the systems that contain both probabilistic and
demonic behaviour, this model becomes a Markov decision process [Put05, Whi93].

To enable reliability- and responsiveness-explicit development in the probabilistically-augmented Event-B, we
strengthen the notion of refinement by requiring that a refined model, in addition to being a proper functional
refinement of its more abstract counterpart, also satisfies a number of quantitative constraints. These constraints
ensure that the refined model improves (or at least preserves) the current system reliability and/or responsiveness.
These additional constraints are derived from the fundamental properties of discrete-time Markov chains and
Markov decision processes. We also compare the proposed definitions of probabilistic Event-B refinement with
the traditional approach to probabilistic program refinement (see [MMOS5] for instance) and demonstrate by
an example that the refinement conditions stipulated by the traditional approach are generally too strong for
reasoning about such system properties as reliability and responsiveness. We believe that our work establishes
sound mathematical foundations for integrating logical reasoning about functional correctness and probabilistic
analysis of critical system properties.

The paper is structured as follows. In Sect. 2 we overview our formal framework—Event-B and discuss several
advances in applying the framework to the development of dependable systems. In Sect. 3 we introduce the notion
of cyclic systems, formulate the conditions required to verify their cyclic nature, and formally define the notion of
a system iteration and its properties. In Sect. 4 we introduce the probabilistic choice operator and give an example
of a probabilistic Event-B model. In Sects. 5 and 6 we present the strengthened notion of Event-B refinement
for both fully probabilistic systems and systems with nondeterminism. In Sect. 7 we summarise the presented
approach to stochastic reasoning in Event-B. Finally, in Sects. 8 and 9 we overview the related work in the field
and give some concluding remarks.
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2. Introduction to Event-B

Event-B [Abr10] is a formal framework derived from the B method [Abr05] to model parallel, distributed and
reactive systems. The Rodin platform [Rod] provides tool support for modelling and formal verification by
theorem proving in Event-B.

Event-B employs a top-down refinement-based approach to system development. The development starts
from an abstract system specification that models the most essential behaviour and properties. Each refinement
step introduces a representation of more detailed requirements into the system model. This results in elaborating
on the data structures, dynamic behaviour and properties of the model. The logical consistency of system models
and correctness of refinement steps are verified by mathematical proofs.

2.1. Event-B language

In Event-B, a system specification is defined using the notion of an abstract state machine. An abstract state
machine encapsulates the model state, represented as a collection of model variables, and defines operations on
this state via machine events. The occurrence of events together with the associated state changes represents the
system behaviour.

Usually, an Event-B machine has an accompanying component called context. A context component can
include user-defined carrier sets (types) as well as constants and their properties, which are given as a list of model
axioms. In a most general form, an Event-B model can be defined as follows.

Definition 1 An Event-B modelis a tuple (C, S, A, v, X, Z, &, Init), where:

e ( is a set of model constants;

e S is a set of model sets (types);

o Ais a set of axioms over C and S;

v 1s a set of model variables;

X is the model state space, which is defined by all possible valuations of the model variables v;
7 is the model invariant defined as a state predicate, i.e., Z € ¥ — Bool,

£ is a non-empty set of model events, where each event e belonging to £ is defined as a binary state relation,
ie,ee X x X — Bool;

Init is a predicate defining an non-empty set of model initial states.

The model variables v are strongly typed by the constraining predicates specified in the invariant Z and
initialised by the values satisfying the predicate Init. Furthermore, Z may define other important properties that
must be preserved by the system during its execution.

While specifying an event, we rely on the following syntax:

e = any a where G, then R, end,

where e is the event name, a is a list of local variables of the event, and G, is the event guard—a model state
predicate G, € ¥ x I' — Bool. Here I' is the collective type of the event local variables. The event action
R. e I' x ¥ x ¥ — Bool is defined as a relation expressing the relationship between the values of local variables,
the system states before, and the system states after event execution.

The event guard G, defines the conditions under which such an execution can be performed, i.e., when
the event is enabled. If several events are enabled at the same time, any of them can be chosen for execution
nondeterministically.

The event action R, is usually specified as a parallel composition of state assignments. These assignments
can be either deterministic or nondeterministic. A deterministic assignment z := F(z, y), where z, y C v, has
the standard syntax and meaning. A nondeterministic assignment is denoted either as z :€ S, where S is a set
of values, or z :| P(z, y, 2’), where P is a predicate relating the initial values of variables = and y to some final
value of z, denoted as z’. As a result of such non-deterministic assignments, the variables z can get any value
either belonging to .S or according to P.

If an event does not have local variables, it can be described simply as

e = when G, then R, end.
Here G, is of the type X — Bool, and R, is of the type X x ¥ — Bool.
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2.2. Event-B semantics: model events

Essentially, an event e of the form when G. then R, end is a relation describing the corresponding state transfor-
mation from o to o’, such that

e(0,0") = I(o) A Ge(o) A Ro(0,0").

Here we treat the model invariant Z as an implicit event guard. Note that, due to the possible presence of
nondeterminism, the successor state o’ is not necessarily unique.
An event e of the form any a where G, then R, end is defined as follows:

e(o,0’) = Ja- I(o) A Ge(o, a) A Re(a,o,0’).

We can always rewrite the guard predicate G.(o, a) into G.,(6) A Gey(0, a), where G, € ¥ — Bool is a
condition on the global state, and G, € ¥ x I' — Bool is a predicate constraining the values of the local event
variables. Then the above definition is equivalent to

e(o,0") = I(0) A Gep(o)A@a- Geulo, a) A R(a,o,d)).

It is easy to see that such an event is a special case of the simple event form, with the guard G, (o) and the action
(Mo,0")+ da+ Gey(o, a) A Re(a,o,0’)). Without loss of generality, from now on we will consider only events
of the simple form when G, then R, end.

In other words, the semantics of a single model event is given as a binary relation between pre- and post-states
of the event. To clarify this relationship, we define two functions before and after of the type £ — 2% in a way
similar to [Ilil1, TTL12]:

before(e) = {0 € X | Z(0) A G.(0)} and after(e) ={c' € X |Jo € X+ Z(0) A G(0) A R.(0,0")}.
The latter definition can be also rewritten as follows:
after(e) = {0’ € ¥ |do € X - o € before(e) A R.(0, ')}

One can see that, for a given event e € £ and any state o € X, e is enabled in o if and only if o € before(e).
To reason about the event execution starting from a particular pre-state o, we also introduce a single-state
version of the function after:

after,(e) = {0’ € X | Z(0) A Ge(0) A Re(o, 0')}.
We can lift the above functions before and after for any set of the given events £, E C &:

before(E) = |_J before(e) and after(E) = | J after(e).
eeF eckE

In the special case when £ = &, the resulting set before(£) contains all the states when the modelled system is
operational, i.e., when at least one event is enabled. Correspondingly, the complement of before(£) gives us those
system states that, once reached, put the system into deadlock:

deadlocks(£) = X'\ before(E).

The semantics of model events also allows us to define the notion of an execution trace of the modelled system.

Definition 2 (Execution trace) For any Event-B model we define its execution trace, r, as a sequence of system
states

< OO0y o705, 04]y ... >
such that

(1) o9 € Init;
2)VieN- 0,041 € tr > Je € &+ o, € before(e) A ;41 € after,, (e).

Finally, we define the set traces); as a set containing all the execution traces of the Event-B model M.
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2.3. Event-B semantics: initial model

The semantics of an entire Event-B model is completed by formulating a number of conditions—proof obligations,
expressed in the form of logical sequents. In this paper we consider only the most important proof obligations
that should be verified for the initial and refined models. The full list of proof obligations can be found in [Abr10].

In this paper we will heavily rely on the semantic functions before and after defined above. To keep our
formalisation consistent and concise, we formulate all the presented proof obligations in terms of these functions.

The initial Event-B model should satisfy the event feasibility and invariant preservation properties. For each
event e, its feasibility means that, whenever the event is enabled (in some particular state o), its next-state relation
is well-defined, i.e., there exists some reachable after-state:

A, o € before(e) - o’ -0’ € after,(e) (FIS)
Each event e of an Event-B model should also preserve the model invariant:

A, o’ € after(e) + Z(o") (INV)
Since the initialisation event has no initial state and guard, its invariant preservation proof obligation is simpler:

A, Init(c") + Z(o") (INIT)

2.4. Event-B semantics: refinement

Each Event-B refinement step typically introduces new variables and events into a more abstract model. The
introduced new events correspond to stuttering steps that are not visible at the abstract level. The old, abstract
model events may be also refined to reduce their nondeterminism and provide access to the new variables.

Moreover, Event-B formal development supports data refinement, allowing us to replace some abstract vari-
ables with their concrete counterparts. In that case, the invariant of a refining machine is extended (conjuncted)
with a so called gluing invariant that formally defines the relationship between the abstract and concrete vari-
ables. Informally, it “glues” the state of the present machine to that of a (more) abstract machine being refined.
A gluing invariant is used to prove simulation relationship between two machines, as formally defined in the
refinement proof obligations presented below. For more details about using a gluing invariant in the Event-B
refinement process, see [Abr10].

Let ¥,, Z, and &, be respectively the state space, invariant, and events of the abstract model. Similarly, let
Y., Z. and &, be respectively the state space, invariant, and events of the (concrete) refined model. Finally, let J
be a gluing invariant between X, and X.. To verify correctness of a refinement step, we need to prove a number
of proof obligations for the refined model.

The first three proof obligations focus on the connection between the abstract events and their concrete refined
versions. Let us assume that an abstract event e, € &, is refined by a concrete event e, € &,.

The first proof obligation states that the refined event e, should stay feasible:

A, T,(04), T(04,0.), 0. € before(e.) = Fo.. - ol € after, (e.) (REF_FIS)
The guard of the refined event e, can be only strengthened in a refinement step:
A, T,(0,), J(04,0¢), 0. € before(e.) = o, € before(e,) (REF_GRD)

The refined event e, should preserve the concrete invariant Z.. Moreover, its “execution” cannot be contra-
dictory to that of the abstract event e,:

A, T,(0,), T(04,0.), 0. € after, (e.) FZ.(o.) A Fo, - o € after, (es) A T(o),0)) (REF_INV)

To verify that all the concrete events (both old and new) do not introduce additional deadlocks into the model,
we need to prove relative deadlock freedom:

A, 0, € before(E,), T(0a,0.), To(o,) — o € before(E,) (REF_DLF)
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Finally, we should demonstrate that the new events do not collectively diverge, i.e., they eventually return
control to the old events. This is typically achieved by providing a natural number state expression (variant) and

showing that each new event decreases it. Let nvar € X, — N be the provided variant expression. Let also e € £,

be a new concrete event, where 5/'\6 C &, is aset of new events of the refined model. Then the non-divergence proof
obligation for the event e can be presented as follows:

A, o] € after, (e) = nvar(cl) < nvar(o.) (REF_VAR)

The Event-B refinement process allows us to gradually introduce implementation details, while preserving
functional correctness during stepwise model transformation. The model verification effort, in particular, auto-
matic generation and demonstration of the required proof obligations, is significantly facilitated by the provided
tool support—the Rodin platform.

Event-B facilitates correct-by-construction development of critical systems. However, to ensure system
dependability, we should guarantee that the system is not only functionally correct but also meets desired non-
functional requirements to system reliability, safety, responsiveness, etc. Since many of these properties depend
on time, in the next section we will demonstrate how reliance on the notion of iteration allows us to implicitly
introduce a model of time into Event-B specifications of cyclic systems. In its turn, it sets a scene for stochastic
reasoning about critical system properties.

2.5. Development of dependable systems by refinement

Event-B facilitates the correct-by-construction development of dependable systems. In particular, it provides
the system developers with a powerful mechanism for structuring complex system requirements and systematic
reasoning about the system behaviour at different levels of abstraction. Moreover, various dependability-related
aspects of the system behaviour can be modelled and verified in the Event-B refinement process. Over the recent
years, a significant experience has been gained in refinement-based development of dependable systems from vari-
ous domains. In particular, a significant contribution to establishing a formal dependability-explicit development
process has been done within the EU projects RODIN [ROD04] and DEPLOY [DEPO0S].

Dependability is a multi-facet system characteristic that puts an emphasis on different system properties
depending on the nature of an application. A number of modelling patterns, refinement strategies and integrated
modelling techniques have been proposed to formally define and verify various aspects of dependability, and in
particular fault tolerance.

Fault tolerance mechanisms are introduced into the system design to mask or mitigate the effect of compo-
nent failures on the system-level services and, per se, maximise system reliability. Since system components are
inherently unreliable, i.e., their behaviour might deviate from the nominal one during system functioning, coping
with faults is important for ensuring dependability. In the formal dependability-explicit development, modelling
the failure behaviour constitutes an intrinsic part of the specification at all levels of abstraction. It allows us to
explicitly model non-deterministic failure occurrence and introduce the required fault tolerance mechanisms by
refinement. Such an approach enables building large-scale fault tolerant systems with complex hierarchical fault
tolerance mechanisms.

Essentially, while introducing fault tolerance mechanisms by refinement, we define the means for mitigating
non-deterministic occurrence of faults. Hence, we resolve or reduce inherent nondeterminism of the specification.
Usually there are several ways to achieve it, i.e., there are different alternative implementations of fault tolerance.
Each of them is a valid refinement of the specification under consideration, i.e., each alternative is equivalent from
the correctness point of view. Yet they might be different from the point of view of the non-functional requirements.
Since these non-functional requirements often could be only evaluated probabilistically, it is desirable to enable
evaluation of the refinement alternatives to optimise such design decisions throughout the development process.
If there is a specific non-functional property of interest, we can consider such a formal development to be driven
by this property.

Such an evaluation might not be required at each refinement step, since a particular refinement step could
elaborate on the nominal system behaviour or refine the abstract data structures, i.e., it might not impact the
non-functional system characteristics. On the other hand, when a refinement step introduces a representation of
redundant component or computation re-execution, an assessment of the non-functional characteristics would
give the designers an immediate feedback on appropriateness of the chosen design with respect to certain target
characteristics.
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In this paper, we aim at proposing a practical solution for integrating assessment of the non-functional
characteristics of dependable systems, especially reliability and responsiveness, into the refinement process in
Event-B. Since these properties depend on time, in the next section we will demonstrate how reliance on the
notion of iteration allows us to implicitly introduce a model of time into Event-B specifications of cyclic systems.
In its turn, it facilitates stochastic modelling of quantitative dependability properties.

3. Modelling of cyclic systems in Event-B

There is a large class of systems that exhibit a cyclic behaviour, i.e., the systems that iteratively execute a predefined
sequence of steps. Typical representatives of cyclic systems are control and monitoring systems. For instance, one
iteration of a control system usually includes reading the sensors that monitor the controlled physical processes,
processing the obtained sensor values, and finally setting the actuators according to a predefined control algo-
rithm. In principle, the system could operate in this way indefinitely. However, unforeseen conditions in the
operating environment or component failures may affect the normal system functioning and lead to a shutdown.

3.1. The Event-B structure and control flow of a cyclic system

Let us start by describing the desired structure and control flow properties of cyclic systems we aim to model
in Event-B. After completing computations performed at each iteration, the status of a cyclic system should be
re-evaluated to decide whether it can continue its operation. Moreover, some actions may be needed to initiate a
new iteration.

Therefore, it is convenient to split a formal model of a cyclic system into three groups of events. The first two
groups, called IN and OUT, model the system behaviour at the beginning and the end of each system iteration
respectively. These actions may include some necessary calculations as well as controlling actions to initialise and
finalise a system iteration. The last group, called ey, models the internal computations of a cyclic system that may
be conducted within a single iteration.

Without losing generality, from now on we will treat all such groups of events as single events IN, ey, and
OUT (because they can always be merged into the corresponding single events, see, e.g., [Abr10]). Thus, each
iteration of the modelled cyclic system can be represented by the following control flow on model events:

IN — ¢ — OUT.

During the Event-B refinement process, any of the events IN, OUT and e, can be refined. For simplicity, in
this paper we assume that refinement will focus on elaborating the computation modelled by ¢y. This reflects the
refinement style that is frequently adopted in Event-B: the detailed representation of an algorithm is introduced in
a number of new events ey, es, ..., e, preceding ¢. In other words, these events model intermediate calculations
on new data structures necessary to produce the system result in ¢y. Then the control flow of a single iteration of
a refined system looks as follows:

IN — e,...,e, — ¢ — OUT.
Note that we do not restrict in any way the execution order of the new events ey, e, ..., e,, i.c., any event
branching or looping is possible. However, according to the Event-B semantics, e, e, ..., e, are not allowed to

diverge (see the proof obligation rule REF_VAR), i.e., the new events will eventually return control to the event
€p.

3.2. Formal requirements for cyclic systems

Let us now formally define requirements imposed on the abstract and refined Event-B models of a cyclic system.

Similarly to Sect. 2, we denote by & the set of all model events. Moreover, let € be all the new model events
introduced during the refinement process. In other words,

E={e, en....en) and & ={IN, ey, OUT}UE.

Next we formulate a number of formal requirements that a model of a cyclic system has to satisfy. These prop-
erties can be generated and verified as additional proof obligations for a particular model under consideration.



60 A. Tarasyuk at al.

Since the properties proved for an Event-B model are preserved for any of its refinements, it is often sufficient to
verify these additional proof obligations for the newly introduced events only.

{0 € ¥ | Init(o)} C before(IN) €]
after(IN) C before(ey) U before((‘j’) 2)
after(€) C before(€) U before(ey) (3)
after(ey) C before(OUT) 4)
after(OUT) C before(IN) U deadlocks(E) ®)
Ve,f € {IN, OUT, e} - e # [ = before(e) N before(f) = & (6)
Ve e {IN, OUT} - before(e) N before(€) = & (7

The requirement (1) states that the system initialisation should enable the event /N . The requirements (2)—(5)
stipulate the desired execution order of the involved model events, informally presented in the control flow given
above. Specifically, the event IN must be followed by the event ¢y or any of the new model events [the requirement
(2)]. The new events may loop or terminate by enabling ¢, [the requirement (3)]. The event ¢ is followed by the
event OUT [the requirement (4)]. Finally, the event OUT may enable a start of a new iteration by the event IN
or put the whole system into a deadlock [the requirement (5)].

The last two requirements (6) End (7) stipulate that the guards of the events IN, OUT and ¢ as well as

IN, OUT and any new event from £ should be disjoint, i.e., they cannot be enabled at the same time. This allows
us to guarantee that the presented control flow is strictly followed.

The presented formulation of additional proof obligations ensuring a specific control flow of events is inspired
by the approach given in [Ili11].

3.3. Example: abstract Event-B model of a cyclic system

In this section we present an example of modelling a simple cyclic system in Event-B. It can be easily shown that
the modelled system satisfies the given cyclic system requirements (1)—(7).

Our example is a simple monitoring system that consists of a sensor, which produces certain measurements,
and a controller, which periodically reads the sensor outputs. The controller analyses each reading to detect
whether the sensor functions properly or it has failed. If no fault is detected, the system outputs the obtained
sensor reading and continues to iterate in the same way. This behaviour constitutes the fully operational state of
the system. However, if the controller detects a sensor failure then the system enters the degraded state, during
which the sensor may recover. In this state the controller keeps periodically reading the sensor outputs to detect
whether it has recovered. The system can stay in the degraded state for a limited period of time (we assume it
cannot exceed 3 iterations). If sensor recovers from its failure within the allowed time limit, the system gets back
to the fully operational state and its normal function is resumed. Otherwise, the system aborts.

Figure 1 shows an abstract Event-B model (machine CS) of such a cyclic system. For the sake of simplicity,
we omit a representation of the output produced by the system, while the sensor behaviour is abstractly modelled
by nondeterministically changing its status. The variable phase models the phases that the system goes through
within one iteration: first reading the sensor, then detecting a sensor failure, and finally either outputting some
sensor reading or aborting. The variable st models the sensor status. When st = 1, the sensor is operational.
Otherwise, i.e., when st = 0, it has failed. The value of the variable cnt corresponds to the number of successive
iterations when the sensor remains faulty. The unrecoverable system failure occurs when the cnt value exceeds 3.
In this case the variable phase gets the value abort and the system deadlocks.

We will use the model CS and its refinements as the running example of this paper.

3.4. Observable states and iterations

While reasoning about quantitative properties of a cyclic system, we are usually interested in the number of
iterations that the system can perform before it terminates. This observation allows us to focus only on those
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Machine CS
Variables st, phase, cnt
Invariants st € {0, 1}, phase € {in, det, out, abort}, cnt € N
Events
Initialisation = e%leen
begin .
st,phase, cnt :=1,in,0 thgzase = det
end ent:| (st=1=cnt' =0)A (st =0= cnt’' =cnt +1)
INZ= phase := out
w;en end
. ouT =
phase = in when
then phase = out
st :€ {0,1} then
enﬁhase = det phase :| phase’ € {in, abort} A (phase’ = in < cnt < 3)
end

Fig. 1. Event-B model of a cyclic system

system states where a system iteration starts and finishes. We call such system states observable. We also distinguish
an important subset of the observable states called operational states. Usually, essential properties of the system
(such as dependability, performance and safety properties) can be guaranteed only while the system stays in the
operational states.

Definition 3 (Observable states). For Event-B models satisfying the requirements (1)—(7), we define the observable
system states as a set containing all the states where an iteration of a cyclic system may start or finish, i.e.,

X ops = before(IN) U after(OUT).
From the requirement (5), we can also conclude that
Yobs C before(IN) U deadlocks(E). 8)

Since before(IN) N deadlocks(€) = @, (8) also suggests that the set of observable states can be partitioned
into two disjoint subsets of operational and non-operational (or terminating) states:

Eobs = Zop ) Enop’
where ¥, = before(IN) and X,,,, = after(OUT) \ before(IN) C deadlocks(€).

States that are not in X,;, are called unobservable. Intuitively, introduction of the system observable states
X ,bs means that, for the external observer of a cyclic system, the core part of a cyclic system is a “black box”
and only starting and ending points of iterations are visible. Moreover, since in this paper we aim at stochastic
reachability analysis of cyclic systems, we assume that the set X is finite.

Before we formally define the notion of an iteration for the proposed generalised Event-B model of a cyclic
system, let us to formulate one useful lemma.

Lemma 1 [f an Event-B model satisfies the requirements (1)—(7), all the model events from {ey} U & are defined on
unobservable system states only, i.e.,

Ve e {ep) UE - (before(e) U after(e)) N Xops = @.
Proof We only show the proof for the event ¢y. The corresponding proof for any e such that e € & is similar.
From the requirement (6), we immediately have that
before(ey) N before(IN) = @.
Moreover, by the definition of deadlocks(£), the following is true:
before(ey) N deadlocks(&) = @.
From these two propositions and the property (8), we have
before(ey) N Xps = . )



62 A. Tarasyuk at al.

Similarly, from the requirements (4) and (6), we can conclude that

after(ey) N before(IN) = @.
From the requirement (4) and the definition of deadlocks(£), we also get

after(ey) N deadlocks(&) = @.
From the last two propositions and the property (8), we have

after(ey) N Xyps = . (10)
Finally, from (9) and (10), we conclude that

(before(ey) U after(ey)) N Xops = .

O

Each iteration of a cyclic system maps the current operational system state o € X, into a subset of X;.
The resulting set of states represents all possible states that can be reached due to the system nondeterministic
behaviour. Formally, we can define it as follows:

Definition 4 (/teration) An iteration of a cyclic system M is a total function mapping the set of operational states
to the powerset of observable system states

. Yobs
iter € Xop — 2700,

such that, for any subsequent observable states o and ¢’ in some system execution trace ir € tracesys, the
following holds

o’ e iter(o).

Theorem 1 If an Event-B model satisfies the requirements (1)—(7), the modelled system is cyclic and its iteration
Sfunction iter can be defined on all the system operational states.

Proof Let us first consider the case when E=0.

In that case, the requirements (1)—(7) guarantee that the system repeatedly executes the events IN, ¢, and
OUT in the fixed order. Moreover, Lemma 1 states that the intermediate states, i.e., the pre- and post-states of
the event ey, are unobservable. This means that we can treat the events IN, ey, and OUT as a single event

IN; ey; OUT,

where “;” denotes the relational composition operator.
Then we can define the function iter as

iter(o) = after,(IN; ey; OUT),

for any o € before(IN).

In the case of £ # @, we rely on the proof obligation (REF_VAR), which states that the new events cannot
diverge. This allows us to represent the overall execution of the new events as a single composite event (€)*, where
€ =J,.z e and * denotes the transitive relational closure operator.

Moreover, the requirements (1)—(7) guarantee that the system is now repeatedly executed as a composite event

IN; (e); ep; OUT,

when Lemma 1 again enforces that all the intermediate states from the constructed set
|J (before(e) U after(e))

ee{eo}ug

are unobservable. O
Similarly as above, we can now define the function iter as

iter(o) = after,(IN; (€)*; ey; OUT),
for any o € before(IN). U
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Essentially, Theorem 1 postulates that, no matter what refinement steps are taken, the Event-B refinement
process will preserve the cyclic nature of a given system, provided that the formulated requirements (1)—(7) are
verified. This means that we can use the notion of a system iteration as a discrete unit of time defining the unified
time scale for any Event-B machine in the refinement chain.

The given requirements for modelling cyclic systems defined above narrow down the class of considered
Event-B models. However, this makes such models amenable for integrating stochastic reasoning about the
system behaviour. To achieve this goal, we first propose a semantic extension of the Event-B language.

4. Stochastic modelling in Event-B

Hallerstede and Hoang [HHO7] have extended the Event-B framework with a new operator—qualitative
probabilistic choice, denoted @|. This operator assigns new values to state variables with some positive but gener-
ally unknown probability. The proposed extension aims at introducing into Event-B the concept of “almost-certain
convergence”—probabilistically certain termination of new event operations introduced by model refinement. The
new operator can only replace a nondeterministic choice (assignment) statement in the event actions. It has been
shown that any probabilistic choice statement always refines its demonic nondeterministic counterpart [MMO5].
Hence such an extension is not interfering with the established refinement process.

In our previous work [TTL10b], we have proposed extending the Event-B modelling language with
quantitative probabilistic choice, also denoted &@|. The introduced operator allows us to represent a precise prob-
abilistic information about how likely a particular choice should be made. In other words, it behaves according
to some known probabilistic distribution. The quantitative probabilistic choice (assignment) has the following
syntax

T®| m Qp; ...z, Qp,, where Viel.n-0<p;, <1 and Zpizl.

i=1

It assigns to the variable z a new value z; with the corresponding probability p;. Similarly to Hallerstede and
Hoang, we have restricted the use of the new probabilistic choice operator by introducing it only to replace the
existing demonic one. Therefore, we can rely on the Event-B proof obligations to guarantee functional correctness
of a refinement step. Moreover, the probabilistic information introduced in new quantitative probabilistic choices
can be used to stochastically evaluate certain non-functional system properties as well as their preservation during
the refinement process.

To illustrate the proposed extension, in Fig. 2 we present a probabilistic refinement of the abstract machine
CS. In C8, a possible sensor failure and its recovery are modelled nondeterministically. In PCS, we refine the event
IN by two events IN; and IN,, separating the cases of detecting a sensor failure and its recovery. Moreover, we
replace nondeterministic assignments to the sensor status by probabilistic ones. Here, the non-zero constants f
and r represent the probabilities of sensor’s failure and recovery correspondingly. According to the theory of
probabilistic refinement [MMO5], the machine PCS is a refinement of the machine CS.

The proposed probabilistic choice operator allows us to introduce a specific probabilistic information into
Event-B models and, as a result, model (at least some subset of) probabilistic systems. Our goal, however, is to
integrate stochastic reasoning into the entire Event-B development process. In the next section we will show how
the notion of Event-B refinement can be strengthened to quantitatively demonstrate that the refined system is
“better” (e.g., more reliable or responsive) than its abstract counterpart.

5. Modelling fully probabilistic cyclic systems

In this section we present a theoretical basis for formal verification of probabilistic cyclic systems in Event-B. We
rely on the structure and properties for cyclic systems introduced in Sect. 3.
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Machine PCS
Variables st, phase, cnt
Invariants st € {0,1}, phase € {in,det, out,abort}, cnt € N
Events
Initialisation =
begin
st, phase, cnt := 1,in,0 eg =
end when
IN; = phase = det
when then
phase = in A st = 1 ent:| (st=1=cnt' =0)A (st =0=cnt’' =cnt+1)
then phase := out
st®| 0Qf; 1@ (1—f) end
phase := det
end ouT =
IN; = when
when phase = out
phase = in A st =0 then
then phase 3| phase’ € {in,abort} A (phase’ =in < cnt < 3)
st®| 1Qr; 0@ (1—r) end
phase := det
end

Fig. 2. Cyclic system: introducing probabilities

5.1. Probability distribution

Since an Event-B model is essentially a state transition system, we can simulate its execution by producing a tree
of reachable states. Each path in such a tree corresponds to one operational trace, while tree branching occurs
due the presence of nondeterminism in an Event-B model. If we replace a particular nondeterministic choice by a
probabilistic one, we essentially attach concrete weights (probabilities) to separate branches, reflecting how likely
a particular branch will be chosen for execution.

Based on that, we can distinguish between two types of modelled systems—fully probabilistic systems, i.e.,
the systems containing only probabilistic branching, and the systems that behave both probabilistically and
nondeterministically. The absence of nondeterminism in a fully probabilistic system additionally imposes a certain
restriction on its initialisation event. Specifically, it can be either deterministic or probabilistic assignment.

Let us first consider fully probabilistic systems. The quantitative information present in a probabilistic Event-
B model allows us to lift the notion of the system state to that of a probabilistic distribution over the system
state:

Definition 5 (Probability distribution). For the system observable state space X, the set of distributions over
Eobs is

fobs = {Aezobs%[oa 1]' Z A(O’)Zl}

0€Xops

Each iteration of a fully probabilistic cyclic system maps some initial operational state to a subset of X,
according to some probabilistic distribution, i.e., we can define a single iteration of a probabilistic cyclic system
as a total function

piter € Xy, — X obs-

There is a simple connection between the iteration iter of a cyclic system and its probabilistic counterpart
piter—if some state o’ can be reached from a current state o by piter with a non-zero probability then it is also
reachable by iter:

Vo € Xy, 0" € Zops + piter(o)(o’) > 0= o’ € iter(o).

Foranystateo € X, its distribution A, (where A, = piter(c)) is calculated from probabilistic choice statements
present in a model. However, once the system terminates, it stays in a terminating state forever. This means that,
for any state 0 € X, its distribution A, is such that A,(c) =1and A,(¢') =0, if o’ # 0.
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5.2. Definition of quantitative refinement

While developing a complex software system, the designer often should define critical non-functional constraints,
such as required dependability or performance properties. These constraints explicitly describe the desired para-
meters of the system functioning and must be then taken into account during the development process. In this
paper we focus on reasoning about two such constraints—system reliability and responsiveness (response time).

Often, it is not possible to formally guarantee that the system always satisfies a desired critical property.
However, we can still assess the probability that the property is preserved by the system at a certain moment.
Currently, Event-B does not explicitly support the notions of time and probability. In the previous sections we
proposed a general approach for modelling cyclic systems in Event-B, where the progress of time is modelled
by system iterations. Moreover, we proposed the semantic extension of the modelling language that allows us to
augment Event-B models with probabilistic information about the system behaviour. Based on this information,
we can strengthen the notion of Event-B refinement by additionally requiring that refined models meet reliability
and responsiveness requirements with a higher probability.

Let us first consider system reliability. In engineering, reliability is generally measured by the probability that
an entity X can perform a required function under given conditions for the time interval [0, ¢]:

R(t) = P{X not failed over time]O0, t]}.

Hence, for cyclic systems, reliability can be expressed as the probability that the system remains operational
during a certain number of iterations. Let X (¢) be a function that returns the system state after ¢-th iteration,
where ¢ € N, and X (0) is an initial system state such that X(0) € X,,. Since any system iteration may start from
only an operational system state, it holds that V¢ > 1- X(¢) € ¥,, = X(t — 1) € X, i.e, if the system is
operational after ¢ iterations then it has remained operational for all previous iterations as well. Then we can
formally define the system reliability as follows:

R(t) = P{X(t) € 5,,).

It is straightforward to see that this property corresponds to the standard definition of reliability given above.
Thus, while modelling a cyclic system, we can strengthen the notion of Event-B refinement from the reliability
point of view in the following way:

Definition 6 (Reliability refinement) Let M, and M. be two probabilistic Event-B models of cyclic systems. More-
over, let X7 and X7 be the sets of operational states of M, and M, correspondingly. Then we say that M. is a
reliability refinement of M, if and only if

1. M. is an Event-B refinement of M, (M, C M,.), and

2. VteN' - P{X,(f)e Zi)<P{X(t)e ZC,). (11)

The second condition essentially requires that the system reliability cannot decrease during the refinement
process.

Dually, for a cyclic system that terminates by providing some particular service to the customers, our goal is
to assess the probability that this service will be provided during a certain time interval ¢. This property can be
expressed as the probability that there exist such value i € 1..t that X (i) € X,,,,. Clearly, for any j > 4, it holds
that X (j) € X,,,. Hence the probability that the system will terminate during the time interval [0, ¢]:

Q(t) = P{X(t) € Z:nop}'

Therefore, from the responsiveness point of view, we can strengthen the definition of Event-B refinement by also
requiring that the refined system should be at least as responsive as the abstract one:

Definition 7 (Responsiveness refinement) Let M, and M. be two probabilistic Event-B models of cyclic systems.
Moreover, let X7, and X7, be the sets of non-operational states of M, and M, correspondingly. Then we say

that M. is a responsiveness refinement of M, if and only if

1. M, is an Event-B refinement of M, (M, E M,), and

2. VteN' . .P{X,(t)e X" } <P{X.()e ZE ). (12)

nop nop
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The second condition essentially requires that the system responsiveness cannot decrease during the refinement
process.

Remark 1If the second, quantitative refinement condition of Definitions 6 and 7 holds not for all ¢, but for some
interval t € 1..T, T € N*, we say that M, is a partial reliability (responsiveness) refinement of M, for ¢ < T.

In practice, the refinement conditions (11) and (12) usually hold for specific values of probabilistic char-
acteristics of system components, often only for a limited time interval. The length of the interval for which
the quantitative refinement must be preserved is defined by the intended operation time of the system under
development. For instance, such a standard fault-tolerance scheme as triple modular redundancy is implemented
(and, consequently, is a valid refinement of a single-module system) only if, during the intended operation time,
the reliability of the single-module system is greater than 0.5. Hence in practice we usually rely on the partial
quantitative refinement (Remark 5.2). For more details about probabilistic modelling and reliability assessment
of various fault-tolerance schemes in Event-B, see [TTL10a].

5.3. Verification of quantitative refinement

To verify the first refinement condition of Definitions 6 and 7, we rely on the proof obligation rules that we
discussed in Sect. 2. The tool support for Event-B—the Rodin platform—provides us with a means for generating
and proving of all the required proof obligations, including the formalised requirements (1)—(7) for cyclic systems
given in Sect. 3. However, it lacks the functionality needed to quantitatively verify refinement conditions (11) and
(12). In this subsection we give a theoretical background that allows us to express the probabilistic reachability
properties (11) and (12) in terms of the operational and non-operational states of cyclic systems.

Let us now consider in detail the behaviour of some fully probabilistic cyclic system M. We assume that the
initial system state o is determined by some probability distribution Ay over the set of operational states X,
(which also covers the case of deterministic initialisation). After its first iteration, the system reaches some state
o’ € X5 with the probability A, (c”). At this point, if ¢’ € ¥,,,,, the system terminates. Otherwise, the system
starts a new iteration and, as a result, reaches some state o” with the probability A, (c”), and so on. This process
is completely defined by its state transition matrix P,;. More precisely, given that the state space X is finite,
we can enumerate it, i.e., assume that X, = {01, ..., 0,}, and define elements of the n x n transition matrix
Py as

piter(o;)(o;) ifo; € Xyp,
VZ,] (S 1..TL'PM(O'¢,O']')£A(,Z(UJ‘)= 1 lfO‘Z € Enop andi:j,
0 ifo, € Xpop and i # j.
In its turn, this matrix unambiguously defines the underlying Markov process—the absorbing discrete-time
Markov chain [KS60], with the set of transient states X', and the set of absorbing states X,,,,,. The state transition
matrix of a Markov process together with its initial state allows us to calculate the probability that the defined

Markov process, after a given number ¢ of steps, will be in some particular state o. Using the transition matrix
Py, we now can assess reliability and responsiveness of Event-B models as follows:

Proposition 1 The reliability refinement condition (11) is equivalent to

vieN" - > (A1 Pl) (o) < > ([A§]- Piy) (o).

a c
ae):np O'EEOP

where X0 and X7, are the sets of operational states of the systems M, and M. respectively, [Ag] and [Ag] are the
initial state distribution row-vectors, and P* is the matrix P raised to the power t.

Proof” Let us first consider the DTMC M,. The vector [A§] - Pf\/[a is a state probability vector of the chain
M, after t steps [KS60]. Hence by summing all the entries of this vector that correspond to the operational
system states, we obtain the overall probability that the system is operational after ¢ iterations. Then, clearly,

R, (1) = Z . (IAG1- Pyy,) (o). Similarly, Ry, (t) = Z [AG]- P}, ) (o), which proves Proposition 1.
8 -

deZ‘gp (
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Machine RPCS
Variables stl, st2, phase, cnt

Invariants sti, sta € {0,1}, phase € {in, det, out,abort}, cnt € N, | st =0 < st1 + sto =0

Events
Initialisation =
begin
st1, sta, phase,cnt := 1,1,in,0 Ny =
end
INis = when
when phase =in A sty =0 A sty =0
; then
e T s = A = st @] 1@r; 00 (1-1)
st1 ®| 0@ f;1@(1—f) st @ 1Qr; 0@ (1—7)
sta @] 0@ f;1Q@(1—f) enzéhase = det
phase := det
end o =
H‘\;[vl}gle:n when
phase = in A st; =1 A sta =0 phase = det
then then

ent ¢ (st1 4 sta > 0= cnt’ = 0) A (st1 + sta =0 = cnt’ =cnt +1)
phase := out

sty @] 0@ f; 1Q(1—f)
sto®| 1@r; 0@ (1—7)

phase := det end

endA oUT =

IN13 =

when when
phase = in A sty =0Asto =1 phase = out

then then
sty @] 1@r; 0@ (1—7) phase :| phase’ € {in, abort} A (phase’ = in < cnt < 3)

) end

sto @ 0@ f; 1@ (1—f)
phase := det
end

Fig. 3. Cyclic system: probabilistic reliability refinement

Proposition 2 The responsiveness refinement condition (12) is equivalent to

VieN" - > ([A¢]- Pip) (@) < > (Il Piy) (o),
ceXy,, oeXiop
where X, and X[, are the sets of terminating states of the systems M, and M, respectively, [A¢] and [Ag] are
the initial state distribution row-vectors, and P* is the matrix P raised to the power t.

Proof Similar to Proposition 1. O

To illustrate the use of our definitions of quantitative refinement in practice, let us revisit our simple example.
In order to increase the reliability of our monitoring system, we implement a simple redundancy scheme by
adding another (hot spare) sensor to the system. The machine RPCS (Fig. 3) is a result of refining the machine
PCS by introducing such a hot spare sensor. In the refined specification, we replace the sensor st by two identical
sensors st; and st;. The probabilistic characteristics of these sensors are the same as those of st. The model gluing
invariant st = 0 < st; + st = 0 describes the refinement relationship between the corresponding abstract and
concrete variables, i.e., the system would output the actual sensor readings only if no more than one sensor has
failed.

Even for such simple models it is not trivial to find analytical representations of the reliability functions of
PCS and RPCS. However, for some specific values of probabilistic parameters f and r, it is relatively easy to check
whether the probabilistic Event-B model RPCS is a valid (partial) refinement of PCS (according to Definition 6
and Remark 5.2). For instance, Fig. 4 gives a comparison of the reliability functions Rpcs and Rgpcg for the
specific case when f = 1073 and = 0.8, and for the time interval 7' = 5 - 107. The quantitative analysis was
done using the PRISM probabilistic symbolic model checker [KNP11]. It is easy to see that the use of the hot
spare redundancy scheme significantly increases the system reliability. In this particular case, the function Rppcs
decreases very slowly and for 7 = 5 - 10° its value is still very close to 1 (0.99995, to be more precise).
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--- PCS -+ RPCS
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Fig. 4. Case study: reliability refinement for f = 10=3 and r = 0.8

Let us now explain how probabilistic refinement from the reliability point of view differs from the traditional
approach to probabilistic program refinement [MMO5]. If we fix the number of system iterations ¢, the Event-B
models PCS and RPCS can be considered as deterministic probabilistic programs according to [MMO05]. More
precisely, they can be viewed as two loops that can either terminate after ¢ iterations in some state o € X, or
deadlock after reaching some state o’ € X,,,.

Let us define the set of operational states of PCS as X,, = {0y, 01, 02, 03}, Where oy is a fully operational
state (st = 1, ent = 0), while oy, for £ = 1,2, 3, are transient states (st = 0, cnt = k). Similarly, for RPCS,
Yop = {03, 0l,02, 01,02, 03}, where 0, o} and o are fully operational states (st; = 1, s, = 1, cnt = 0),
(sty = 1, sthp = 0, ent = 0) and (st; = 0, st = 1, ent = 0) related to oy by data refinement, while oy, for
k =1,2,3, are degraded states (st; = 0, st, = 0, cnt = k). The set of non-operational states X,,,, consists of a
single state o4, where o4 is (st = 0, ¢nt > 3) for PCS, or (st} = 0, st; = 0, e¢nt > 3) for RPCS. This set corresponds
to a non-terminating state L in terms of [MMO5].

Let P(o, o) be the probability that a program terminates in ¢’ after its execution starts from o. Note that both
programs PCS and RPCS have a single (feasible) initial state—oq and o correspondingly, i.e., Vo € X,,,0' €
Y -0 #oyg(0c #0)) = P(o,0') = 0. For simplicity, let P(og,0’) = p(c’) and P(o)),0’) = q(o’). Then,
according to [MMO5], the probabilistic program refinement PCS C RPCS is defined as follows:

2

PCSERPCS < plog) < > _qlog) A (Vk € {1,2.3}+ p(ox) < gq(on)).
=0

Let us now consider the case when ¢ = 1. Then p(ap) = 1 — f, p(o1) = f, Yr_y q(od) = 1 — f2, ¢(o1) = f2
and, finally, p(02) = p(03) = q(02) = ¢(03) = 0. Clearly, according to this definition, neither PCS C RPCS nor
RPCS C PCS holds (as p(op) < Z%:o q(og) and p(o1) > q(oy)).

It is easy to show that the traditional definition of probabilistic program refinement always implies the prob-
abilistic refinement proposed in this paper (Definition 6 and Definition 7), yet its conditions are generally too
strong for reasoning about such system properties as reliability and responsiveness. The example presented above
is a quite typical refinement step for formal development of dependable systems. The refined model introduces a
fault tolerance mechanism that does not only increases the system probability to stay in fully operational states
as well as decreases the probability of a system failure, but also reduces the probability that the system goes to
or remains in some degraded (but still operational) state. In other words, in our refinement we consider the set
of operational states X, as the whole and only concern with the overall probability that the system stays within
this set, no matter in which particular state. In contrast, in the traditional approach to probabilistic program

refinement, all the operational states are “equally important”, meaning that, for each operational state, the
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refinement relation can only increase the probability to terminate in this state by correspondingly decreasing the
probability of system failure (non-termination).

The presented simple example demonstrates how we can incorporate formal reasoning about system reliability
into the refinement process in Event-B. Since system responsiveness is the (mathematically) dual property, it can
be modelled and verified in a similar way. In the next section we generalise our approach to the systems that
combine both nondeterministic and probabilistic behaviour.

6. Modelling probabilistic cyclic systems with nondeterminism

It is not always possible to give precise probabilistic information for all nondeterministic choices in a specification
of acyclic system. As a result, system models often contain a mixture of nondeterministic and probabilistic choices,
making reasoning about such systems more complicated. In this section we offer our solution to this problem,
which is a generalisation of our approach presented in Sect. 5.

6.1. Generalised definition of quantitative refinement

For a cyclic system containing both probabilistic and nondeterministic choices, we define a single iteration as a
total function

npiter € Xy, — 22“’5,

i.e., this function maps a given observable operational state, o € X,,, into a set of distributions over the observ-
able state space X',;5. The resulting set of distributions is built for all possible combinations of nondeterministic
choices (i.e., execution traces) of a single system iteration.

Similarly as in the case of a fully probabilistic system, there is a simple connection between the iteration iter
of a cyclic system and its nondeterministic-probabilistic counterpart npiter. Specifically, if some state o’ can be
reached from a current state o with a non-zero probability according to some distribution from npiter(c) then
it is also reachable by iter:

Vo € Xy, 0 € Zops + (3As € npiter(o) - Ay(c') > 0) = o’ € iter(o).

Now let us consider the behaviour of some nondeterministic-probabilistic cyclic system M in detail. We can
assume that the initial system state o belongs to the set of operational states X,,. After its first iteration, the
system nondeterministically chooses some distribution A, from npiter(o)and then, according to this distribution,
reaches some state o’ with the non-zero probability A,(c”). At this point, if o’ € X,,,,, the system terminates.
Otherwise, the system starts a new iteration. It is easy to see that the behavioural semantics of a nondeterministic-
probabilistic cyclic system in Event-B is defined by a Markov decision process with the absorbing set X,
[Put05, Whi93].

Nondeterminism has the demonic nature in Event-B [BvW98], i.¢., we do not have any control or information
about which branch of execution will be chosen. Therefore, while reasoning about system reliability and respon-
siveness, we have to consider the worst-case scenario by always choosing the “worst” of available distributions.
From the reliability and responsiveness perspective, it means that, while evaluating these properties of a prob-
abilistic cyclic system with nondeterminism, we need to obtain the lowest bound of the performed evaluation.
Therefore, we re-formulate the definitions of the reliability and responsiveness refinement for probabilistic cyclic
systems as follows:

Definition 8 (Reliability refinement). Let M, and M. be two nondeterministic-probabilistic Event-B models of

cyclic systems. Moreover, let 7 and X7 be the sets of operational states of M, and M, correspondingly. Then

we say that M., is a reliability refinement of M, if and only if
1. M. is an Event-B refinement of M, (M, C M,), and
2. Vite N+ * szn{Xa(t) € Egp} < Pm'm{Xc(t) € 23,;}: (13)

where P, {X (1) € X,,} is the minimum probability that the system remains operational during the first ¢
iterations.
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Definition 9 (Responsiveness refinement) Let M, and M, be two nondeterministic-probabilistic Event-B models of
cyclic systems. Moreover, let X7/ and X7 be the sets of non-operational states of M, and M. correspondingly.

Then we say that M, is a responsiveness refinement of M, if and only if

1. M, is an Event-B refinement of M, (M, C M.), and

2- Vt € N+ * szn{Xa(t) € Ea } S szn{Xc(t) € EC }s (14)

nop nop

where P i, {X (1) € X),0p} is the minimum probability that the system terminates during the first ¢ iterations.

Remark 1f the second, quantitative refinement condition of Definitions 8 and 9 holds not for all ¢, but for some
interval t € 1..T, T € N*, we say that M, is a partial reliability (responsiveness) refinement of M, for ¢t < T.

6.2. Verification of generalised quantitative refinement

To evaluate the worst-case reliability and responsiveness for probabilistic systems with nondeterminism, we have
to calculate the minimum probabilities participating in (13) and (14). Let us assume that some cyclic system M
is in an operational state o, while npiter maps o to the finite set of distributions A, = {A},, Ai, ... }. If we want

to evaluate the worst-case reliability of the system for this iteration, we just have to choose the distribution that
maps o to the set of operational states with the minimal probability, i.e., the probability min, .x Z 5 A(o").
“ o'eXyy,

Similarly, to evaluate the worst-case responsiveness of the system, we have to choose the distribution that maps
o to the set of terminating states with the minimal probability, i.e., the probability min, z_ Z ) A(o”).

0'€Xnop
However, when the goal is to evaluate the worst-case stochastic behaviour of the system within a time interval
[0, t], where t > 1, the calculation process of the resulting minimal probability becomes more complex. Indeed,
because of the presence of nondeterminism, we cannot simply rely on the calculated minimal probability for ¢
iterations when calculating it for ¢ + 1 iterations.

Let us first consider evaluation of system reliability. We define the worst-case reliability as a function (¢, o),
the arguments of which are the number of system iterations ¢ and some initial state o. For now, we assume that
the initial system state o is deterministically defined. Later we consider more general cases when o is given by
some initial probability distribution or nondeterministically. The function r(¢, o) returns the minimal value of
the reliability function R(t) over all possible state distributions.

The definition of (¢, o) is recursive. Two basic cases define the function values for the terminating (absorbing)
states and the zero number of iterations respectively:

0€Xp=>VteN:r(t,o)=0 and o€ X,, = r(0,0)=1.

Generally, for 0 € X, we can recursively define the function r(¢, o) in the following way:

VteN* 0 € 5, - r(t.o)=min Y A(c')-r(t—1,0).
A

eA
T o'eXyy

Such an approach for defining an “absorbing” function is often used in the works based on Markov decision
processes with absorbing sets (see [HWO03] for instance). Note that the recursive function application essentially
traverses all the possible operational state transitions and, based on that, operational state distributions, and then
finds the minimal probability of the system staying operational.

Similarly, the stochastic evaluation of system responsiveness is based on the recursive function ¢(¢, o). It
returns the minimal probability of the system terminating within the time interval [0, ¢], when starting in the
observable state o. The basic cases are

0€X,p=>VteN:yg(t,o)=1 and o€ X,, = ¢(0,0)=0.
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Generally, for o € ¥,,, we can recursively define the function ¢(¢, o) in the following way:

vteN', 0 eX,, - q(t,o0)

=£n%1 Y AW qt—1.0)+ Y A0 =£ng1 > A q(t—1,0).

0'eXyy 0'€Xnop o'eXps

Now we are ready to revisit our definitions of reliability and responsiveness refinement for probabilistic cyclic
systems with nondeterminism. For such a cyclic system M, let us define column-vectors r}, and ¢}, with the
elements r}, (o) = r(t, o) and ¢},;(c) = q(t, o) respectively. Now, assuming that the initial state of the system is
not defined deterministically but given instead by some initial state distribution, we can formulate two propositions
similar to Propositions 1 and 2 of Sect. 5:

Proposition 3 Let us assume that the initial system state is defined according to some probability distribution. Then
the reliability refinement condition (13) is equivalent to

vt e N* . [AG]- r}f/ja < [AG]- rjt\/[

where [A§] and [A§] are the initial state distribution row-vectors for the systems M, and M, respectively.
Proof Directly follows from our definition of r},. O

Proposition 4 Let us assume that the initial system state is defined according to some probability distribution. Then
the responsiveness refinement condition (14) is equivalent to

vt e N' - [AF] ay, < [AG] diy,
where [A§] and [A§] are the initial state distribution row-vectors for the systems M, and M, respectively.
Proof Directly follows from our definition of ¢},. O

In Sect. 5 we considered the machine initialisation is to be either deterministic or probabilistic. However,
for the systems that contain both probabilistic and nondeterministic behaviour, we can also assume that we do
not have precise information about the system initial state, i.e., the initialisation action is of the following form:
o :€ §,where S C X,,. In this case we can formulate the following two propositions:

Proposition 5 Let us assume that the initial system state is defined nondeterministically. Then the reliability refine-
ment condition (13) is equivalent to

vVt e N* « minr(t,0) < minr(t,o),
oeS, oeS.

where S, and S, are the sets of possible initial states for the systems M, and M, respectively.
Proof Directly follows from our definition of r(¢, o) and properties of the demonic nondeterminism. O

Proposition 6 Let us assume that the initial system state is defined nondeterministically. Then the responsiveness
refinement condition (14) is equivalent to
vVt e N . minq(t,0) < migl q(t, o),
eSS,

oesS,

where S, and S, are the sets of possible initial states for the systems M, and M, respectively.

Proof Directly follows from our definition of ¢(¢, o) and properties of the demonic nondeterminism. O

We can also easily show that the proposed approach for modelling of probabilistic systems with nondeter-
minism is a generalisation of the approach presented in the previous section. Indeed, let us assume that we do
not have any nondeterministic choices in our system. This means that, for any state o, the set A, is a singleton
set, i.e., Vo € X,, +- Ay = {A,}. Then

r(t,a)=£nign > A@)r(t—1.0)= > A0 r(t—1,0)=R(t)
€ “o0'eX,y o'eX,y



72 A. Tarasyuk at al.

Machine NPCS
Variables st, phase, cnt
Invariants st € {0,1}, phase € {in,det, out,abort}, cnt € N
Events
Initialisation = IN>y =
begin when
st, phase,cnt := 1,in, 0 phase = in N\ st =0
end then
st®| 1@ re;0Q (1—72)
IN: = phase := det
when end
phase =in Ast=1 ep =
then when
st®l 0@ f;1@ (1—f) phase = det
phase := det then
end ent:|(st=1=cnt’ =0)A (st =0= cnt' =cnt+1)
phase := out
IN>1 = end
when ouT =
phase =in A st =0 when
then phase = out
st@| 1Q r;0Q (1—ry) then
phase := det phase :| phase’ € {in,abort} A (phase’ = in < cnt < 3)
end end
Fig. 5. Cyclic system: combining probabilities with nondeterminism
and
(t.oy=min 3 A@)-q(t—1.0)= 3 Ao qlt—1,6) = Q).
€Ay

'€ X obs 0'€Xobs
Moreover, for fully probabilistic systems, we can easily prove (by induction) that
VteN,oeX,, - r(t,o) +q(t,o)=1.

To demonstrate the use of our extended definitions of quantitative refinement, let us revisit our simple example.
Figure 5 shows a model that refines the cyclic system PCS, yet combines both nondeterministic and probabilistic
behaviour. Here we refine the event IN, of PCS by two events IN,; and [Ny, that respectively model sensor
recovery according to two different recovery procedures (i.e., two different repairmen). The choice between the
active repairmen is modelled nondeterministically as /N, and IN,, are always enabled simultaneously.

Once the sensor fails, the we have to assume that the “demon” follows the worst-case scenario strategy and,
therefore, always chooses the worst repairman to repair the sensor, i.e., the event with the probability of recovery
min{ry, r;}, while the better repairman is totally ignored. This observation gives some intuition about the demonic
nature of nondeterminism in Event-B. Furthermore, since the event IN;, which models the sensor failure, is the
same in both machines, to prove that NPCS is a valid refinement of PCS (according to Definition 8), it is enough
to guarantee that in NPCS the sensor has the better recovery mechanism comparing to that of PCS. Clearly, this
is true if and only if » < min{r|, r}.

7. Discussion

In this paper, we have proposed a pragmatic approach to integrating stochastic reasoning into the formal devel-
opment of dependable systems in Event-B. This work builds mainly on the experience in the development of
dependable systems gained within the EU projects RODIN [ROD04] and DEPLOY [DEPO08]. These projects
have made a significant contribution into establishing the formal dependability-explicit development process
based on Event-B refinement.

Via abstraction, proof and incremental correctness-preserving refinement, Event-B allows us to build and
verify models of large-scale systems. The confidence in the system design that is achieved by such a formal
approach makes a significant contribution into achieving system dependability. However, ensuring dependability
requires not only functional correctness but also satisfaction of the given non-functional characteristics. For
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instance, to certify a dependable system, it is often required to demonstrate that the probability of a dangerous
failure is sufficiently low, the system reliability meets the required target, etc. Though such an evaluation could
be conducted at the final stage of the development process, the cost of redevelopment can be significant if the
desired characteristics are not achieved.

We argue that the approach proposed in this paper allows us to weave the probabilistic evaluation into the
formal system development from the early design stages. It results in a more predictive development process,
which enables continuous monitoring of the progress towards achieving the desired dependability attributes as
well as allows the designers to optimise certain design decisions.

Since reliability and responsiveness are functions of time, in this paper we first had to address the problem of
representing time in Event-B. Instead of modelling time explicitly, i.e., as an intrinsic part of an Event-B model,
we have decided to reason about time implicitly by relying on the notion of a system iteration. This decision
was motivated by several reasons. Firstly, the current approaches to modelling time in Event-B are not well-
suited for bridging Event-B machines and discrete-time Markov processes. For instance, the approach by Iliasov
et al. [ILT*12] relies on building an additional model view (called the process view) in a dedicated modelling
language and, hence, makes it hard to relate probabilistic Event-B and the process view models. Moreover, there
is currently no automatic tool support for verification of timed systems in Event-B. The approach proposed by
Butler et al. [BF02] significantly complicates the system model and hence raises the question of scalability. As a
result, we have decided to narrow down the class of modelled systems to cyclic systems and rely on the notion of
an iteration as a discrete unit of time defining the system time scale. We have also formally defined the verification
conditions ensuring that the initial abstract model as well as all subsequent refined models preserve the cyclic
system behaviour.

To enable stochastic reasoning in Event-B, we have introduced the quantitative probabilistic choice operator
into the modelling language and also defined the quantitative refinement conditions that a refined model should
satisfy. These conditions ensure that responsiveness and reliability are improved (or at least preserved) in the
refinement process, as postulated in Definitions 6 —9. The resulting integration of stochastic reasoning about the
non-functional system properties with the modelling and verification of the system functionality facilitates the
formal development process in Event-B. Indeed, it supports early assessment of the chosen design decisions and
possible design alternatives with respect to the non-functional critical properties. Our approach to verification of
quantitative model refinement is based on time-bounded reachability analysis of the underlying Markov processes.

In our work, we have aimed at finding a practical engineering solution to assessing dependability properties
throughout the formal system development by refinement. The main goals that we have pursued were applicability
of the proposed technique and possibility to re-use constructed Event-B models. To ensure applicability, we have
had to address three main issues—scalability, simplicity and availability of automatic toolsupport.

In this paper, we focus on studying formal basis of integrating probabilistic reasoning into Event-B via bridging
it with discrete-time Markov processes. We argue that, since our probabilistic extension is rather conservative, the
scalability of the presented approach is characterised by the scalability of the Event-B method and the developer’s
choice of a suitable technique for analysis of Markov processes. The accumulated experience in industrial use of
Event-B within the EU projects RODIN and DEPLOY has shown that the refinement approach offers a powerful
tool for mastering system complexity. On the probabilistic side, to handle complexity posed by the size of the
state space of large-scale systems, we can employ such techniques as lumping and probabilistic bisimulation (see,
e.g., [KS60, LS91] for fully probabilistic systems and [Han95, SL95] for nondeterministic probabilistic systems).

The small running example of the paper was used merely to illustrate the proposed approach. We believe that
large case studies that employ our continuous-time probabilistic extension of Event-B [TTL12] to some extent also
demonstrate the scalability of the approach proposed in this paper. Thus, in [TPT* 12] we have undertaken a formal
modelling of a satellite subsystem. At a certain stage of the refinement process, we introduced two alternative
architectures for implementing fault tolerance—a duplicated architecture with a dynamic reconfiguration and a
triplicated architecture. They both were fulfilling the same functional requirements but had different reliability
and performance characteristics. The probabilistic analysis has allowed us to optimise the system design, i.e., to
establish that even with the lower degree of redundancy the target reliability and performance parameters can
be achieved. A similar study was performed in the context of fault tolerant multi-robotic systems [TPTL13]. We
have assessed several alternative architectures to find the optimal balance between the likelihood of successful
completion of the mission, the degree of redundancy, and system performance. In the future we plan to validate
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the applicability of the approach presented in this paper by performing complex case studies from different
industrial domains.

To address the second issue, we proposed a new definition of reliability refinement. In contrast to the traditional
definition of probabilistic refinement, we do not require from the designers to establish a refinement relation to
prove each refinement step. Instead, one can reuse the probabilistically augmented Event-B specifications and
employ the existing automated techniques for analysis of Markov models to compute the system reliability
for specific values of the system’s probabilistic characteristics and, therefore, to check the preservation of the
quantitative refinement. Moreover, as we have already mentioned, in practice it is usually enough to check
the partial refinement condition for a particular time bound specified by the intended operation time of the
system.

To address the third issue, we can rely on the Rodin Platform [Rod]—an open extendable environment for
modelling and verification in Event-B. Openness and extendability of the platform allow us to build a tool
support—a dedicated plug-in that would facilitate the calculations presented in Sects. 5 and 6. The theoreti-
cal research described in this paper can be seen as a basis for creating such a tool. The approach proposed in
this paper demonstrates how to conduct dependability assessment based on Event-B models. We have aimed
at maximising the reuse of the created formal models and hence proposed a simple solution that requires aug-
menting the Event-B models with probabilistic information but does not require creating dedicated models for
probabilistic reasoning. Indeed, the most time consuming and error-prone part of the probabilistic reliability
assessment is the creation of an adequate system model. However, within our approach this part is taken care
by the Event-B refinement process. Our experiments [TPT*12, TTL12, TPTL13] with the PRISM probabilistic
symbolic model checker [KNP11] show that such models can serve as an input for probabilistic model check-
ing. In its turn, it offers the system developers a highly automated solution to the quantitative evaluation of
dependability.

8. Related work

Hallerstede and Hoang [HHO07] have proposed an extension of the Event-B framework to model the probabilistic
system behaviour. Specifically, they introduce the qualitative probabilistic choice operator to reason about almost
certain termination. This operator is used to bound demonic nondeterminism, and to facilitate proving conver-
gence of the new events in Event-B models. In particular, they apply this technique to resolve the contention
problem in Fireware protocol. In [YH10], Yilmaz and Hoang also successfully apply the qualitative probabilistic
reasoning in Event-B to formalise the Rabin’s choice coordination algorithm. The use of the qualitative proba-
bilistic choice is currently supported by the Rodin tool [EBW]. However, the presented approach is not suitable for
quantitative evaluation of system properties, since the introduced operator does not contain explicit probabilistic
information.

The topic of probabilistic formal modelling has been extensively explored by Morgan et al. in the context
of probabilistic refinement calculus [MMO05]—an extension of the standard refinement calculus. The introduced
notion of probabilistic data refinement has been used, among other things, for assessment of system dependability
(see [MMT98, MMOS5], for instance). Here, probabilistic programs are modelled using expectation transformers
and probabilistic data refinement is verified via simulation between datatypes. In [Tro99], a similar approach is
taken to enable reasoning about reliability in probabilistic action systems [ST96]—the extension of the action sys-
tems that combine both probabilistic and nondeterministic behaviour. However, proving simulation that implies
data refinement between datatypes is an extremely difficult problem, which immediately raises the scalability issue.
Moreover, the majority of non-functional system attributes, including those of dependability, explicitly depend
on time. However, to the best of our knowledge, the notion of time is not defined in the probabilistic refinement
calculus. The difference between these approaches to definition of probabilistic refinement and the one proposed
in the current paper is addressed in Sect. 5.3.

Incorporation of probabilities into formal program semantics has also been investigated within the Unifying
Theories of Programming (UTP) framework [HS06, BB12, SZ13]. In [BB12], the authors present an encoding
of the semantics of the probabilistic guarded command language (pGCL) in UTP. The main contribution is
a proposal to model pGCL programs as predicate transformers, where predicates are defined over probability
distributions on before- and after-states. The proposed formulation also allows them to define a generic choice
construct, covering conditional, nondeterministic and probabilistic choices. A long-term goal of this work is to
develop a probabilistic extension of the Circus language, which is a fusion of Z, CSP, and refinement calculus. In
[SZ13], the authors extend their previously developed theory of reversible computation by adding probabilistic
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choice. They also adapt and enhance the classical calculus of expectation transformers of Mclver and Morgan
[MMO5] to enable reversible computations. Interactions of nondeterministic choice and probabilistic choice as
well as feasibility and probabilistic choice are investigated as well. Similarly as in [MMOS5], probabilistic programs
are identified with their convex closures, while refinement on such programs is defined as containment within
these closures. In contrast to these approaches, we focus on formal modelling and refinement of probabilistic
programs with respect to specific quantitative system characteristics (such as reliability and responsiveness),
which are dependent on time. Our definition of probabilistic refinement allows redistribution of probabilities
within the targeted operational states, provided that the overall probability of being in such states increases
(decreases).

In[Rao095], Rao has proposed a generalisation of the UNITY formalism [CM88] that enables reasoning about
probability and parallelism. Specifically, he generalises the weakest precondition semantics of UNITY to define
a new predicate transformer—the weakest probabilistic precondition transformer. Relying on this extension,
he also generalises certain relations of the UNITY to make them amenable for reasoning about probabilistic
(parallel) programs. In particular, the new probabilistically leads-to relation allows for defining probabilistic
progress properties. Similarly to the approach taken in [HHO07], Rao does not aim at computing any kind of
probabilistic measures but rather reasons about the progress properties that are attained with probability one.
The proposed methodology has proved its worth in constructing and proving probabilistic algorithms [Rao93].

A connection between probabilistic reasoning and program refinement has been investigated by Meinicke
and Solin [MS10]. The authors introduce a refinement algebra for reasoning about probabilistic program trans-
formations. In particular, they investigate the data and atomicity refinement rules for probabilistic programs and
explore the difference between probabilistic and non-probabilistic programs. They reason about the probabilis-
tic program transformations without introducing a probabilistic choice operator or other explicit probabilistic
attributes. Our approach is rather different from the one by Meinicke and Solin. We introduce the quantita-
tive probabilistic choice operator, which explicitly defines concrete probabilistic values for different choices. The
introduced probabilistic information is used to verify quantitative non-functional properties of the system and
their preservation by refinement. Otherwise, we rely on the existing Event-B refinement framework to guarantee
correctness of model transformations.

Ensuring a specific control flow within Event-B models have been investigated in [STW10]. The authors
explore how process algebra descriptions can be defined alongside Event-B models and, in particular, how CSP
can be used to provide explicit control flow for an Event-B model. Moreover, the methodology is proposed to
construct models in a certain way to ensure the desired control flow and avoid possible deadlocks. The approach
can be considered as complementary to ours. We are not interested in constructing formal models with the
required control flow per se, but rather focus on verifying that given arbitrary models satisfy essential properties
of cyclic systems.

9. Conclusions

In this paper we have proposed a pragmatic approach to integrating the stochastic reasoning about dependability
(in particular reliability and responsiveness) of cyclic systems into the formal development by refinement in
Event-B. We have made a number of technical contributions. Firstly, we have formally defined the conditions
that should be verified to ensure that the system under construction has a cyclic behaviour. Secondly, we have
proposed an extension of the Event-B language with the quantitative probabilistic choice construct and defined
the proof semantics for the extended framework. Finally, we have demonstrated how to define reliability and
responsiveness as the properties of extended Event-B models and integrate explicit stochastic reasoning about
non-functional system properties into the Event-B refinement process.

The main novelty of our work is in establishing theoretical foundations for reasoning about probabilistic
properties of augmented Event-B models. This result has been achieved by constraining the structure of considered
Event-B models and consequently reducing the reasoning about time-dependent properties in general to the
reasoning about these properties in terms of iterations. Since cyclic systems constitute a large class of critical
systems, we believe that the imposed restrictions do not put significant limitations on the applicability of the
proposed approach, yet at the same time allow us to represent the system models as discrete-time Markov chains
or Markov decision processes. This, in its turn, enables the use of the well-established theory of Markov processes
to verify time-bounded reachability properties.
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